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Abstract—We consider the problem of quality-of-service (QoS) provisioning for multiple traffic classes in a MIMO wireless network. This QoS provisioning is posed as a radio resource management (RRM) problem at a wireless node (e.g., a wireless mesh router) with multiple antennas. We decompose this RRM problem into two tractable subproblems, namely, the antenna assignment and the admission control problems. The objective of antenna assignment is to minimize the weighted packet dropping probability for the different traffic classes under constrained packet delay. The objective of admission control is to maximize the revenue of the wireless node gained from the ongoing connections for different traffic classes under constrained connection blocking probability and average per-connection throughput. The decision of antenna assignment is made in a short-term basis (e.g., for every packet transmission interval) while that of admission control is made in a long-term basis (i.e., when a connection arrives). Constrained Markov decision process (CMDP) models are formulated to obtain the optimal decisions on antenna assignment and admission control. To provide efficient channel utilization, the RRM framework considers adaptive modulation at the physical layer which exploits channel state information. Performance evaluation results show that this joint antenna assignment and admission control framework can provide class-based service differentiation while satisfying both the connection-level and packet-level QoS requirements.

Index Terms—Multiple-input multiple-output (MIMO) antenna system, antenna assignment, admission control, connection-level and packet-level QoS.

I. INTRODUCTION

MULTIPLE-INPUT multiple-output (MIMO) antenna technology has been identified as one of the enabling physical layer technologies to provide high capacity wireless links for next generation wireless networks [1] such as IEEE 802.11n [2] and IEEE 802.16e/Mobile WiMAX [3] networks. MIMO systems are capable of enhancing the transmission rate and improving the transmission reliability. Specifically, when combined with adaptive modulation, a MIMO system can achieve much higher transmission rate than that of single-input single-output (SISO) system [4]. While numerous works in the literature studied the performance benefits of MIMO links from a physical layer point of view, only some recent studies (e.g., in [5]-[16]) have addressed the higher layer protocol design issues in single-hop as well as multi-hop MIMO wireless networks. To exploit the benefits of MIMO links in a wireless network and quality-of-service (QoS) provisioning for different classes of traffic, efficient radio resource management methods (e.g., for power allocation, antenna assignment, adaptive modulation, admission control) need to be designed.

In this paper, we address the problem of radio resource management (RRM) to support QoS for multiple traffic classes in a wireless node with multiple antennas (for example, a mesh router/access point/base station). The packets from the ongoing connections in the same traffic class are buffered in the same queue. This is in line with the differentiated service (DiffServ) network architecture for QoS provisioning in wired networks [17] which has the characteristics of self-organization, auto-configuration, and better scalability. The spatial multiplexing mode for MIMO transmission is considered where multiple antennas can be used for transmission of packets from the same queue or from different queues. To improve transmission efficiency, adaptive modulation is used. To ensure both the packet-level and the connection-level QoS for different traffic classes in the wireless router and optimize the system performance, we develop a RRM framework for antenna assignment and admission control to control transmission of packets and to control arrival of time-correlated packet traffic, respectively, at a MIMO-enabled wireless router. In particular, the goal of antenna assignment is to achieve the packet-level QoS objectives (e.g., meet the packet delay and the packet dropping probability requirements). The goal of admission control is to guarantee connection-level QoS performances (i.e., connection blocking probability, average per-connection throughput) and maximize the revenue of the router from the ongoing connections of different traffic classes. These schemes are jointly optimized to maximize the utility of the wireless router while guaranteeing both the packet-level and connection-level QoS performances. The RRM problem is decomposed into two subproblems—one for antenna assignment and the other for admission control. For these subproblems, the entire system state space (i.e., the number of packets in the different queues and the number

1From now on, this wireless node will be referred to as a wireless router node.
of ongoing connections for the different traffic classes) and the action space (i.e., number of transmit antenna allocated to queues and admission/rejection of incoming connections) are decomposed accordingly. This improves the tractability of the corresponding analytical and optimization models. Specifically, optimization models based on constrained Markov decision process (CMDP) are formulated for each of these subproblems.

The rest of this paper is organized as follows. Section II presents the related work. Section III describes the system model and assumptions. For the antenna assignment problem, an optimization formulation based on CMDP is presented in Section IV. Section V presents the optimization formulation for the admission control problem. The performance evaluation results for the proposed RRM framework are presented in Section VI. Section VII states the conclusions.

II. RELATED WORK

The problem of resource (i.e., antenna and power) allocation and QoS provisioning for MIMO systems has been addressed in recent literature. In [5], the problem of antenna assignment to multiple users was formulated as a weighted bipartite matching problem and Hungarian algorithm was used to obtain the optimal antenna assignment when the number of antennas is equal to the number of active users. In [6], the problem of antenna assignment among users for downlink transmission of a MIMO cellular system was formulated as a combinatorial optimization problem. The objective is to maximize the capacity while maintaining user satisfaction and fairness. In a similar spirit, a scheduling scheme was proposed in [7] to obtain an optimal selection of users and the assignment of their corresponding data to the transmit antennas in order to maximize throughput under fairness constraint. Multiuser scheduling schemes based on convex optimization were also proposed in [8] considering the availability of full and partial channel state information (CSI). The objectives, however, were to guarantee the rate constraints for the users only. In [9], the problem of transmit power allocation to channels in a MIMO link was addressed considering simultaneous transmission of QoS-sensitive and best-effort traffic. In [10], the rate and power control problem for spatial multiplexing MIMO systems was posed as a stochastic optimization problem to minimize the total transmission power over all transmitter antennas under the constraint of average delay for unknown channel/traffic statistics. A joint optimization model for power control, beamforming, and link scheduling was proposed in [11] to achieve proportional fairness and to support QoS in terms of data rates of all users. The problem of power allocation under QoS constraints was also addressed in [12] and [13] in the context of a MIMO-OFDM system. Different from the above works, the problem of resource allocation and QoS provisioning in asynchronous/distributed and multihop MIMO wireless networks was addressed in [5]-[16] (also see some of the references there in).

The above works, however, did not consider the problem of QoS provisioning (both connection-level and packet-level) for multiple (more than two) classes of traffic. In this paper, we solve this problem by using efficient antenna assignment and admission control methods taking the radio link level queueing dynamics in a wireless router into consideration.

III. SYSTEM MODEL AND ASSUMPTIONS

A. MIMO-Enabled Wireless Router

We consider a wireless router node with multiple transmit antennas which serve multiple traffic classes. With a total of $B$ traffic classes, packets from all connections of traffic class $b$ are buffered in queue $b (b = \{1, \ldots, B\})$ as shown in Fig. 1. A single-hop spatial multiplexing MIMO transmission to another router node is considered where packet transmissions over the MIMO link are time-slotted. In each time slot, the available transmit antennas are allocated to the different queues. For each traffic class, admission control is used to decide whether an incoming connection can be accepted or not. The wireless router operates in a noise-limited environment in which the transmission channel is allocated to the router by a centralized controller. However, antenna assignment and admission control for the different traffic classes are performed locally at the router.

The packet arrivals for a connection in traffic class $b$ follow a batch Markovian process with $h_b$ phases. The corresponding probability transition matrix is given by $A_b^{(a)}$ whose element is $A_b^{(a)}(h, h')$ for $a \in \{0, 1, \ldots, a_b'\}$ arriving packets. $A_b^{(a)}$ is the maximum batch size of a connection in class $b$. $A_b^{(a)}(h, h')$ denotes the probability that there are $a$ arriving packets and the phase changes from $h$ to $h'$. The matrix $A_b^{(a)}$ is defined as $A_b^{(a)} = A_b^{(0)} + A_b^{(1)} + \cdots + A_b^{(a_b')}$.

Let $\nu = [\nu(1) \cdots \nu(h) \cdots \nu(h_{a_b}')]$ denote the steady state probability vector of packet arrival phase. The element $\nu(h)$ of this matrix is the steady state probability that the phase of packet arrival is $h$. This vector can be obtained by solving $\nu A_b^{(a)} = \nu$ and $\nu 1 = 1$. The average packet arrival rate of a connection in class $b$ can be obtained from $\bar{\nu}_b = \sum_{a=1}^{a_b'} a \nu(A_b^{(a)})$, where 1 is a vector of ones.

The packet arrival process of $c'$ connections of class $b$ can be obtained from

$$A_b^{(a)(c')} = \sum_{(g,g')|g+g'=a} A_b^{(g)}(c'-1) \otimes A_b^{(g')}$$
where $A_{b}^{(a)}(1) = A_{b}^{(a)}$, and $\otimes$ is the Kronecker product. In this case, the aggregated packet arrival process of traffic class $b$ with total $c_{b}$ ongoing connections is defined as $A^{(a)}(c_{b})$ for $a = \{0, 1, \ldots, \widehat{a}_{b}\}$, where $\widehat{a}_{b} = c_{b}\hat{a}_{b}$ is the maximum batch size. The average aggregated packet arrival rate of class $b$ is obtained from $\pi_{b} = c_{b}\pi_{a}$. The total number of ongoing connections is $\sum_{b=1}^{B} c_{b}$.

The state of the router can be defined by $(C_{1}, X_{1}, \ldots, C_{b}, X_{b}, H_{b}, \ldots, C_{B}, X_{B}, H_{B})$, where $C_{b}$ is the number of ongoing connections for traffic class $b$, $X_{b}$ is the phase of packet arrival of traffic class $b$, and $B$ is the total number of traffic classes. Therefore, the size of the state space is $\prod_{b=1}^{B} c_{b}\prod_{b=1}^{B} (X_{b} + 1)\prod_{b=1}^{B} h_{b}$, where $c_{b}$ is the maximum number of ongoing connections, $X_{b}$ is the maximum queue size, and $h_{b}$ is the total number of aggregated packet arrival phases.

### B. RRM in the Wireless Router

For the system model described above, the huge state space would make the analytical and optimization models for RRM in the wireless router intractable. The concept of hierarchical Markov decision process [18] is applied to address this tractability issue. In this paper, the RRM problem is decomposed into two subproblems, namely, the antenna assignment and admission control problems (Fig. 2(a)). With the decomposition of RRM, the decisions on antenna assignment and admission control can be made separately in the different time scales (i.e., on short-term and long-term basis, respectively) as shown in Fig. 2(b).

### C. MIMO Transmission and Channel Model

A block fading frequency-flat MIMO channel with $M$ transmit and $N$ receive antennas is considered where the channel matrix $H$ is an $N \times M$ matrix composed of independent complex Gaussian random variables with zero mean and unit variance [4]. For time-slotted transmissions, perfect channel information is assumed to be available at both the transmitter and receiver side. The channel matrix is assumed to remain constant within a time slot (i.e., quasi-static), but it varies independently from time slot to time slot. Using the Singular Value Decomposition (SVD) technique, the channel transfer matrix $H$ can be decomposed into $m$ parallel subchannels (Fig. 1, [4]), where $m = \min(M, N)$, and the sub-channel power gains are given by $\lambda = [\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}]$, where $\{\lambda_{i}\}_{i=1}^{m}$ are eigenvalues of $HH^{H}$, where $H^{H}$ is the complex conjugate transpose of matrix $H$. For total transmit power $P$, the transmit power at each sub-channel is $P_{i} = \frac{P}{m}$. The received SNR can then be calculated as $\gamma_{i} = \frac{P_{i}}{\sigma^{2}} = \gamma_{0}\lambda_{i}$, where $\sigma^{2}$ is the noise power. Note that, this power allocation is suboptimal given that perfect CSI is available. However, the proposed optimization formulation is also applicable when the adaptive waterfilling technique is used.

We adopt quadrature-amplitude modulation (e.g., 4-QAM, 16-QAM) with total number of modulation modes $K$. The SNR at the receiver $\gamma_{i} \in [0, \infty)$ is partitioned into $K + 1$ finite intervals with the thresholds $J_{0}(= 0) < J_{1} < J_{2} < \cdots < J_{K+1}(= \infty)$. Note that this threshold can be obtained given the target bit error rate (BER) [19]. If $J_{k} \leq \gamma_{i} < J_{k+1}$ ($k = 0, 1, 2, \ldots, K$), which will be called channel state $k$, modulation mode $k$ is employed. The probability that modulation mode $k$ is used in subchannel $i$ can be obtained as follows:

$$\begin{align*}
R_{i}(k) &= \Psi_{1}(1, J_{k}/\gamma_{0}) - \Psi_{1}(1, J_{k+1}/\gamma_{0})
\end{align*}$$

where $\Psi_{1}(c, x)$ is given by (6) in [4]. Let $r_{i} = \{ R_{i}(0), R_{i}(1) \cdots, R_{i}(K) \}$ and $S_{b}$ denote the set of antennas allocated to traffic class $b$. Based on the results in [21], the average bit-error-rate (BER) can be approximated as in [22]. For packet size of $L$ bits (header + payload) and block coding with up to $e$ bits of error correction which can be corrected in a packet, the average packet error rate can be obtained as follows:

$$\begin{align*}
P_{\text{PER}} &\approx 1 - \sum_{j=0}^{e} \left( \frac{L}{j} \right) (1 - P_{\text{PER}})^{j}P_{\text{PER}}^{L-j}
\end{align*}$$

With an infinite-persistent automatic repeat request (ARQ) protocol, the probability of $d$ packets successfully transmitted on subchannel $i$ can be obtained from

$$\begin{align*}
\hat{\beta}_{i}(d) &= \sum_{k=1}^{K} R_{i}(k) \left( \frac{\hat{d}_{k}}{d} \right) (1 - P_{\text{PER}})^{d-\hat{d}_{k}}
\end{align*}$$

where $\hat{d}_{k}$ is the total number of packets transmitted using transmission mode $k$. Let us define $\beta_{i} = \{ \hat{\beta}_{i}(0), \ldots, \hat{\beta}_{i}(d), \ldots, \hat{\beta}_{i}(d_{k}) \}$. The matrix indicating the probability of successfully packet transmission $\beta_{i}(d)$ can be obtained from

$$\begin{align*}
\beta = \bigoplus_{i\in S_{b}} \hat{\beta}_{i}
\end{align*}$$

where $\beta_{i}(d)$ is an element of this matrix $\beta$ for $d \in \{0, 1, \ldots, d_{b}\}$ where $d_{b} = d_{k}[|S_{b}|]$, $|S_{b}|$ is the cardinality of set $S_{b}$, and $\bigoplus$ denotes the discrete convolution [20].

### IV. OPTIMIZATION FORMULATION FOR THE ANTENNA ASSIGNMENT PROBLEM

#### A. State Space, Action Space, and Decision Epoch for Antenna Assignment

The composite state of the CMDP formulation for antenna assignment is defined as follows:

$$\Phi = \{ (X_{1}, H_{1}, \ldots, X_{b}, H_{b}, \ldots, X_{B}, H_{B}) ;$$

$$X_{b} \in \{0, 1, \ldots, X_{b}\}, H_{b} \in \{1, \ldots, h_{b}\} \}$$

where $X_{b}$ is the number of packets in queue, $X_{b}$ is the maximum queue size, and $H_{b}$ is the phase of packet arrival for traffic class $b$. The action space is defined as $U$ which is the set of all possible antenna assignments. Given action $u \in U$, the set of antennas allocated to traffic class $b$ is defined as $S_{b}(u)$. The number of packets in queue and the phase of packet arrival are observed at the end of a time slot. Given the observed state, at the beginning of the next time slot, the decision on antenna assignment is made (Fig. 2(b)). During a time slot, packets are retrieved from queue $b$ and transmitted according to the achievable transmission rate which depends on the set of allocated antennas $S_{b}(u)$ and the modulation
modes used in the subchannel(s). The set $S_0(u)$ affects the packet transmission probability (i.e., $\beta_0(d)$) as derived in (5).

As an example, let us consider the case of a router with two queues (i.e., $B = 2$), where $b = 1$ and $b = 2$ correspond to QoS-sensitive and best-effort traffic, respectively. Then the state space for antenna assignment in is as follows: $\Phi = \{(x_1, h_1, x_2, h_2); x_1 \in \{0, \ldots, X_1\}, x_2 \in \{0, \ldots, X_2\}\}$, where $x_1$ and $x_2$ denote the number of packet in the queues for QoS-sensitive and best-effort traffic, respectively. The action space is $U = \{1, \ldots, 4\}$. The sets of antennas allocated to QoS-sensitive and best-effort traffic are as follows: $S_1(u = 1) = \emptyset$, $S_2(u = 1) = \{1, 2\}$, $S_1(u = 2) = \{1\}$, $S_2(u = 2) = \{2\}$, $S_1(u = 3) = \{1\}$, $S_2(u = 3) = \{1\}$, $S_1(u = 4) = \{1, 2\}$, and $S_2(u = 4) = \emptyset$.

**B. Transition Probability Matrix for Antenna Assignment**

With general number of traffic classes $B \geq 2$, to obtain the transition probability matrix $P(u)$ for the state space defined in (6), we first derive the transition probability matrix $Q_b(u)$ for the queue of traffic class $b$. $Q_b(u)$ is defined as in (7) where element $Q_b(x, x')$ is the transition probability matrix when the number of packets in queue of traffic class $b$ changes from $x$ in the current time slot to $x'$ in the next time slot, $d_b$ is the maximum number of transmitted packets given a set of allocated antennas $S_b(u)$, and $\tilde{a}_b$ is the maximum batch size of aggregated packet arrival of traffic class $b$. The element $Q_b(x, x')$ can be obtained as $Q_b(x, x + z) = \sum_{|d|a|a|d|d=2} \lambda(a) \beta_0(d)$, for $z = -d', 0, \ldots, \tilde{a}_b$ where $d \in \{0, 1, \ldots, d'\}$ and $a \in \{0, 1, \ldots, \tilde{a}_b\}$. $d'$ indicates the maximum number of transmitted packets which can be obtained from $d' = \min(d_b, x)$. The element $Q_b(x, X_b)$ for $x + \tilde{a}_b > X_b$ can be obtained from $Q_b(x, X_b) = \sum_{a=X_b-X_b}^{\tilde{a}_b} Q_b(x, x + a)$ and for $x = X_b$, we have $Q_b(x, x) = \sum_{a=1}^{\tilde{a}_b} Q_b(x, x + a)$, where $Q_b(x, x')$ denotes the probability transition matrices when there is always enough space in queue to store the arriving packets.

Once the probability transition matrix $Q_b(u)$ of traffic class $b$ is obtained, then the probability transition matrix $P(u)$ of the queues for all traffic classes can be obtained. According to the action $u$ for antenna assignment, the packet arrivals and transmissions for each queue in a time slot are independent from those for other queues. Therefore, the probability transition matrix for the state space $\Phi$ can be obtained from

$$P(u) = \bigotimes_{b=1}^{B} Q_b(u).$$

where $\otimes$ is the Kronecker product [23].

**C. CMDP Formulation: Objective and Constraints**

The objective of antenna assignment is to minimize packet dropping probability (or equivalently to maximize throughput) while maintaining the packet delay below the threshold $D_b^{max}$ for all traffic classes. For traffic class $b$, the long-term packet delay and packet dropping probability are respectively defined as follows:

$$J_{D,b} = \lim_{t \to \infty} \sup_{t' \geq 1} \frac{1}{t} \sum_{t'=1}^{t} E(\mathcal{D}_b(S(t'),U(t'))),$$

$$J_{L,b} = \lim_{t \to \infty} \sup_{t' \geq 1} \frac{1}{t} \sum_{t'=1}^{t} E(\mathcal{L}_b(S(t'),U(t'))),$$

where $S(t') \in \Phi$ and $U(t') \in U$ denote the state and action of the antenna assignment algorithm, respectively, at time $t'$, and $E(\cdot)$ denotes the expectation. $\mathcal{D}_b(s, u)$ and $\mathcal{L}_b(s, u)$ for $s \in \Phi$ and $u \in U$ denote, respectively, the immediate packet delay and packet dropping probability of traffic class $b$. These are functions of composite state $s$ and action $u$. Note that the composite state $s$ is defined as $s = (x_1, h_1, \ldots, x_b, h_b, \ldots, x_B, h_B)$. The element of this composite state $s$ is the realization of the variables defined in the state space $\Phi$, i.e., the number of packets in queue $x_b$ and the phase $h_b$ of packet arrival.

The average packet delay can be expressed as a function of average number of packets in the queue and the average packet arrival rate as follows:

$$D_b = \lim_{t \to \infty} \frac{1}{t} \sum_{t'=1}^{t} E(X_b(t')) / x_b. $$

From long-term average delay defined in (11), the immediate packet delay can be derived directly as $\mathcal{D}_b(s, u) = \frac{D_b}{x_b}$, where $s = (x_1, h_1, \ldots, x_b, h_b, \ldots, x_B, h_B)$.

The immediate packet dropping probability (i.e., loss probability) can be obtained from $\mathcal{L}_b(s, u) = \sum_{a=1}^{\tilde{a}_b} \lambda_h(n+1) \left( \sum_{d=2}^{h_b} \beta_0(d) \sum_{h'=1}^{h_b} A_b(a) (h_b, h') \right) - \sum_{a=1}^{\tilde{a}_b} \lambda_h(n+1) \sum_{h'=1}^{h_b} A_b(a) (h_b, h') $ where the numerator gives the average number of dropped packets and the denominator gives the total number of arriving packets given the state $x_b$ and $h_b$ of traffic class $b$. 


\[
Q_b(u) = \begin{bmatrix}
\hat{Q}_b(0,0) & \ldots & \hat{Q}_b(0,\tilde{a}_b) \\
\hat{Q}_b(1,0) & \ldots & \hat{Q}_b(1,\tilde{a}_b) \\
\vdots & \ddots & \vdots \\
\hat{Q}_b(X_b-1,X_b-\tilde{d}_b-1) & \ldots & \hat{Q}_b(X_b-1,X_b-1) \\
\hat{Q}_b(X_b,X_b-\tilde{d}_b) & \ldots & \hat{Q}_b_b(X_b-1,X_b) \\
\end{bmatrix}
\]  

To achieve the objectives under the specified constraints, an optimal decision (i.e., optimal policy) of the antenna assignment can be obtained from the CMDP formulation. A policy \( \pi \) is defined as the mapping of state \( s \) to action \( u \), i.e., \( u = \pi(s) \) for \( u \in \mathbb{U} \) and \( s \in \Phi \). We consider a randomized policy in which action \( u \) to be taken at state \( s \) is chosen randomly according to a certain probability distribution denoted by \( \mu(\pi(s)) \) such that \( \sum_{\pi(s) \in \mathbb{U}} \mu(\pi(s)) = 1 \) (i.e., \( \mu(u) \) is the probability of taking action \( u \)). The CMDP formulation can now be expressed as follows:

\[
\text{Min: } \sum_{b=1}^{B} w_b f_{D,b}(\pi) \\
\text{Subj to: } D_{b}^{\pi(s)} \leq D_{b}^{\pi_{\text{opt}}} \quad \forall b \in \{1, \ldots, B\} 
\]

where \( w_b \) is the weight of packet dropping probability for traffic class \( b \). Note that the long-term packet delay and packet dropping probability here are defined as functions of policy \( \pi \).

D. Optimal Policy for Antenna Assignment

The solution of the CMDP formulation for antenna assignment is referred to as the optimal policy \( \pi^* \). To obtain \( \pi^* \), the CMDP formulation in (13)-(14) can be transformed into an equivalent linear programming problem [24]. In particular, there is a one-to-one mapping between the optimal solution \( \phi^* \) of the linear programming problem and the optimal policy \( \pi^* \). Also, the solution of linear programming is feasible if and only if a solution of the CMDP formulation is feasible. Let \( \phi(s,u) \) denote the steady state probability that action \( u \) is taken when the state is \( s \). The linear programming problem corresponding to the CMDP formulation can be expressed as follows:

\[
\text{Min: } \sum_{s \in \Phi} \sum_{u \in \mathbb{U}} \phi(s,u) \sum_{b=1}^{B} w_b L_b(s,u) \\
\text{Subj to: } \sum_{s \in \Phi} \sum_{u \in \mathbb{U}} \phi(s,u) \leq D_{b}^{\pi_{\text{opt}}} \quad \forall b \in \{1, \ldots, B\} \\
\sum_{u \in \mathbb{U}} \phi(s',u) = \sum_{s \in \Phi} \sum_{u \in \mathbb{U}} P(s'|s,u) \phi(s,u) \\
\sum_{s \in \Phi} \sum_{u \in \mathbb{U}} \phi(s,u) = 1, \quad \phi(s,u) \geq 0
\]

for \( s' \in \Phi \), where \( P(s'|s,u) \) (which is an element of matrix \( P(u) \) defined in (8)) is the probability that the state changes from \( s \) to \( s' \) when action \( u \) is taken. The objective and the constraint defined in (15) and (16) correspond to those in (13) and (14), respectively. The constraint in (17) satisfies the Chapman-Kolmogorov equation and (18) satisfies the basic property of probability.

Let \( \phi^*(s,u) \) denote the optimal solution of the linear programming problem defined in (15)-(18). The optimal policy \( \pi^* \) is a randomized policy which can be uniquely mapped from the optimal solution of the linear programming problem as follows:

\[
\mu(u) = \phi^*(s,u) / \sum_{u' \in \mathbb{U}} \phi^*(s,u').
\]

The optimal solution \( \phi^*(s,u) \) can be obtained by using a standard method for solving linear programming. The optimal policy can be calculated off-line and stored in a look-up table to minimize computational overhead at a wireless router.

E. Packet-Level QoS Performance Measures

To obtain the packet-level QoS performance measures, the steady state probability (when optimal policy \( \pi^* \) is applied) would be required. The steady state probability for the system to be in state \( s \) is denoted by \( p_{s^*}(s) \) for \( s \in \Phi \), which can be obtained by solving the following set of equations: 

\[
p_{s^*}(\pi^*) = \mathbf{P}_{s^*} \cdot \mathbf{P}(\pi^*)
\]

of antenna assignment is applied.

The average number of packets in queue for traffic class \( b \) can be obtained from

\[
\underline{P}_b = \sum_{x_b=1}^{X_b} \sum_{x_b'=1}^{X_b} \sum_{h_b' \in \mathcal{H}_b} p_{s^*}(x_b', h_b')
\]

for \( b' \neq b \) and \( b^1 \in \{1, \ldots, B\} \).

The average packet dropping rate can be calculated from

\[
\underline{D}_b = \sum_{x_b=0}^{X_b} \sum_{h_b=1}^{h_b} \beta_b(d) \sum_{h_b'=1}^{h_b'} A_b^1(h_b, h_b')
\]

for \( b' \neq b \). Then, the packet dropping probability for traffic class \( b \) is obtained as

\[
L_b = \frac{\underline{P}_b}{\underline{P}_b}
\]

The queue throughput is obtained from

\[
\underline{S}_b = \underline{P}_b - \underline{D}_b
\]

and average packet delay can be obtained from Little’s law as follows:

\[
\underline{T}_b = \frac{\underline{S}_b}{\underline{R}_b}.
\]
V. Optimization Formulation for Connection Admission Control (CAC)

A. Admissible Region

In a wireless router, the admissible region is defined by the maximum number of ongoing connections for which the packet-level QoS requirements can be satisfied for all traffic classes. For example, the constraints on packet dropping probability can be considered when determining the admissible region. Given the maximum packet dropping probability threshold $L_b^{\text{max}}$, the maximum number of ongoing connections of traffic class $b$ (i.e., boundary of admissible region) can be obtained from

$$c_b^* = \arg \max_c c_b$$  \hspace{1cm} (24)

Subj to: $L_b(c) \leq L_b^{\text{max}}$, $\forall b \in \{1, \ldots, B\}$  \hspace{1cm} (25)

where $L_b(c)$ is the packet dropping probability of class $b$ which is defined as a function of $c$. This packet dropping probability can be obtained as in (22). Here $c$ is a composite state of number of ongoing connections of all traffic classes defined as follows: $c = (c_1, \ldots, c_B)$. In this case, the packet dropping probability is obtained from (22) when the optimal policy for antenna assignment is used. The admissible region is defined as the following set:

$$\Omega = \{(0, \ldots, 0, \ldots, 0), \ldots, (c_1, \ldots, c_B^*, \ldots, c_B)\}.$$

The simple admission control policy is to accept an incoming connection as long as the number of ongoing connections of each traffic class lies in the admissible region. However, this simple admission control policy cannot ensure the highest utility (or revenue) for the wireless router and also may not meet the target connection blocking probability requirement for each traffic class. Therefore, an optimization problem based on CMDP is formulated to obtain the optimal policy for admission control.

B. State Space, Action Space, and Decision Epoch for CAC

For the admission control problem, the system state is given by the number of ongoing connections for the different traffic classes as follows: $\Omega = \{(C_1, \ldots, C_B) \in \Omega\}$, where $C_b$ is the number of ongoing connections for traffic class $b$. The action space is defined as $\mathcal{A}$, where action $v \in \mathcal{A}$ corresponds to the decision of the admission controller to reject or accept an incoming connection of that traffic class. This action of admission controller is defined as $v = (v_1, \ldots, v_B)$, where $v_b$ denotes the admission control decision for an incoming connection of traffic class $b$. Specifically, $v_b = 1$ if the incoming connection is accepted, otherwise $v_b = 0$. The system state is observed when there is either an arrival or a departure of connection at the router. The decision on admission control is made when a connection arrives.

As an example, let us again consider the case of a router serving QoS-sensitive and best-effort traffic. The state space for admission control is as follows: $\Omega = \{(C_1, C_2)\}$, where $C_1$ and $C_2$ denote the number of ongoing QoS-sensitive and best-effort connections, respectively. The action space is $\mathcal{A} = \{(v_1, v_2)\} = \{(0, 0), (1, 0), (0, 1), (1, 1)\}$ whose elements correspond to the following actions: reject all incoming connections (i.e., $v_1 = 0$, $v_2 = 0$), accept only QoS-sensitive connection (i.e., $v_1 = 1$, $v_2 = 0$), accept only best-effort connection (i.e., $v_1 = 0$, $v_2 = 1$), and accept all incoming connections (i.e., $v_1 = 1$, $v_2 = 1$).

C. Transition Probability Matrix for CAC

We assume that connection arrivals follow a Poisson process, while connection holding time is exponentially distributed. For traffic class $b$, let $\theta_b$ and $1/\theta_b$ denote, respectively, the average connection arrival rate and average connection holding time. The transition rate matrix $N(v)$ can be obtained for two cases, i.e., when a connection is accepted and when it is rejected.

The transition matrix in this case can be expressed as in (26) where $N_B(c_B, c_B')$ is the transition matrix when the number of ongoing connections of class $B$ changes from $c_B$ to $c_B'$. These matrices can be obtained from

$$N_B(c_B, c_B + 1) = \begin{bmatrix} \alpha_B & & \\ & \ddots & \\ & & \alpha_B \end{bmatrix}, \quad v_B = 1$$

$$N_B(c_B, c_B - 1) = \begin{bmatrix} c_B \theta_B & & \\ & \ddots & \\ & & c_B \theta_B \end{bmatrix}, \quad v_B = 0$$  \hspace{1cm} (27)

where $0$ is a matrix of zeros. The matrix $N_B(c_B, c_B)$ is defined as in (28) where $N_{B-1}(c_B-1, c_B')$ is the transition matrix when the number of ongoing connections of class $B - 1$ changes from $c_B - 1$ to $c_B'$. The elements $N_{B-1}(c_B-1, c_B-1)$ can be obtained in a manner similar to that in (27) in which $\alpha_B$ and $\theta_B$ become $\alpha_{B-1}$ and $\theta_{B-1}$, respectively. The matrix $N_{B-1}(c_B-1, c_B-1)$ can be obtained in a manner similar to that in (28). The transition matrices $N_b(c_b, c_b-1), N_b(c_b, c_b+1)$, and $N_b(c_b, c_b)$ for $b = \{B - 2, B - 3, \ldots, 2, 1\}$ can be obtained similarly to those in (27) and (28).

Note that the diagonal element of the transition matrices $N(v)$ for $v \in \mathcal{V}$ can be obtained from

$$[N(v)]_{y,y} = -\sum_{y' \neq y} [N(v)]_{y,y'}$$  \hspace{1cm} (29)

where $[N(v)]_{y,y'}$ denotes the element at row $y$ and column $y'$ of matrix $N(v)$

The rate transition matrix $N(v)$ can be transformed into an equivalent probability transition matrix $M(v)$ by using uniformization method. This probability transition matrix can be obtained from

$$M(v) = \frac{N(v)}{\nu} + I$$  \hspace{1cm} (30)

for $v \in \mathcal{V}$ where $I$ is an identity matrix and

$$\nu \geq \min_{y,v} \left(\left|[N(v)]_{y,y}\right|\right).$$  \hspace{1cm} (31)

In other words, $\nu$ is greater than or equal to the absolute value of the minimum diagonal element in $N(v)$. 

Authorized licensed use limited to: Sungkyunkwan University. Downloaded on October 14, 2009 at 01:17 from IEEE Xplore. Restrictions apply.
D. CMDP Formulation: Objective and Constraints

The objective of admission control is to maximize the long-term revenue of the router while satisfying the connection-level QoS requirements, namely, the target connection blocking probability and the target average per-connection throughput for all traffic classes. The long-term revenue, connection blocking probability, and per-connection throughput of traffic class \( b \) classes are defined, respectively, as follows:

\[
J_{R,b} = \limsup_{t \to \infty} \frac{1}{t} \sum_{t=1}^{t} E(\mathcal{B}_b(C(t'), V(t'))),
\]

\[
J_{B,b} = \limsup_{t \to \infty} \frac{1}{t} \sum_{t=1}^{t} E(\mathcal{B}_b(C(t'), V(t')))
\]

\[
J_{Th,b} = \limsup_{t \to \infty} \frac{1}{t} \sum_{t=1}^{t} E(\mathcal{T}_b(C(t'), V(t'))).
\]

Here \( C(t') \in \Omega \) and \( V(t') \in \mathcal{V} \) denote, respectively, the state and action at time \( t' \). \( \mathcal{B}_b(c, v) \), \( \mathcal{B}_b(c, v) \), and \( \mathcal{T}_b(c, v) \) for \( c \in \Omega \) and \( v \in \mathcal{V} \) denote the immediate revenue, connection blocking probability, and per-connection throughput of traffic class \( b \), respectively, which are functions of composite state \( c \) and action \( v \). Note that the composite state \( c \) is defined as \( c = (c_1, \ldots, c_b) \). The element of this composite state \( c \) is the realization of the variables defined in the state space \( \Omega \), i.e., the number of ongoing connections for the different traffic classes.

If \( \kappa_b \) denotes the weight corresponding to revenue gained from traffic class \( b \), the immediate revenue of the router can be obtained as a linear function of the corresponding number of ongoing connections as

\[
\mathcal{B}_b(c, v) = c_b \kappa_b
\]

for \( c = (c_1, \ldots, c_b) \). The immediate connection blocking probability can be obtained from

\[
\mathcal{B}_b(c, v) = \{ \begin{array}{ll} \alpha_b \nu, & (c_b + 1 > c_b) \vee (v_b = 0) \\ 0, & \text{otherwise} \end{array} \}
\]

where \( \alpha_b \) is the connection arrival rate of traffic class \( b \), \( \vee \) is the logical OR operator, and \( \nu \) is obtained from (31). The immediate per-connection throughput can be calculated as \( \mathcal{T}_b(c, v) = Th_b(c) \), where \( Th_b(c) \) can be obtained from (23) given \( c_b \) ongoing connections.

The admission control policy is denoted by \( \rho \) for which \( v = \rho(c) \) for \( c \in \Omega \) and \( v \in \mathcal{V} \). Again, we consider a randomized policy with probability distribution \( \chi(\rho(c)) \) for which \( \sum_{\rho(c) \in \mathcal{V}} \chi(\rho(c)) = 1 \). The CMDP formulation for admission control can now be expressed as follows:

\[
\text{Max: } \sum_{b=1}^{B} J_{R,b}(\rho)
\]

\[
\text{Subj to: } J_{B,b}(\rho) \leq B_b^{\max}, \quad \forall b
\]

\[
J_{Th,b}(\rho) \geq T_{h_b}^{\min}, \quad \forall b
\]

\[
R_c \leq \rho(c) \leq \rho^c, \quad \forall c \in \Omega
\]

for \( b = \{1, \ldots, B\} \). \( B_b^{\max} \) and \( T_{h_b}^{\min} \) are the maximum connection blocking probability and minimum per-connection throughput threshold, respectively. Note that the long-term revenue, connection blocking probability, and per-connection throughput here are defined as functions of policy \( \rho \). Since the long-term admission control depends on throughput performance, the MIMO channel parameters implicitly affect the optimal admission control policy.

E. Optimal Policy for Admission Control

The solution of the CMDP formulation for admission control is referred to as the optimal policy \( \rho^* \) which maximizes the revenue of the wireless router while at the same time satisfies the connection-level QoS requirements. To obtain the optimal policy \( \rho^* \), the CMDP formulation in (37)-(39) can be transformed into an equivalent linear programming problem. The optimal solution of the linear programming problem is denoted by \( \delta^* \). Let \( \delta(c, v) \) denote the steady state probability that action \( v \) is taken when the state is \( c \). The optimization problem corresponding to the CMDP formulation for admission control can be expressed as follows:

\[
\text{Max: } \sum_{c \in \Omega} \sum_{v \in \mathcal{V}} \mathcal{B}_b(c, v) \delta(c, v)
\]

\[
\text{Subj to: } \sum_{c \in \Omega} \mathcal{B}_b(c, v) \delta(c, v) \leq B_b^{\max}, \quad \forall b
\]

\[
\sum_{c \in \Omega} \mathcal{B}_b(c, v) \delta(c, v) \geq T_{h_b}^{\min}, \quad \forall b
\]

\[
\sum_{c \in \Omega} \delta(c', v) = 1, \quad \delta(c, v) \geq 0
\]

for \( c' \in \Omega \), where \( M(c'|c, v) \) is the probability that the state changes from \( c \) to \( c' \) when action \( v \) is taken. This probability...
is the element of matrix $\mathbf{M}(v)$ (e.g., defined in (30)). The objective and the constraints defined in (40), (41), and (42) correspond to those in (37), (38) and (39), respectively.

The probability distribution of optimal randomized policy $\rho^*$ can be obtained from

$$
\chi(v = \rho^*(c)) = \frac{\delta^*(c, v)}{\sum_{c' \in \mathcal{V}} \delta^*(c, c')}.
$$

(45)

**F. Connection-level QoS Performance Measures**

The connection-level performance measures for admission control can be obtained based on the steady state probabilities when the optimal policy $\rho^*$ is applied. The steady state probability for the system to be in state $c$ is denoted by $q_{\rho^*}(c)$ for $c \in \Omega$, which can be obtained by solving the following set of equations: $\mathbf{q}_{\rho^*} \mathbf{M}(\rho^*) = \mathbf{q}_{\rho^*}$ and $\mathbf{q}_{\rho^*} \mathbf{1} = 1$, where $\mathbf{q}_{\rho^*} = \left[ \cdots, q_{\rho^*}((c_1, \ldots, c_b, \ldots, c_B)) \cdots \right]$. $\mathbf{M}(\rho^*)$ is the probability transition matrix when the optimal randomized policy $\rho^*(c)$ for admission control is applied.

The average number of ongoing connections for traffic class $b$ can be obtained from

$$
\bar{c}_b = \sum_{c_b=1}^{c^*_b} c_b \left( \sum_{c_{b'}=1}^{c^*_b} q_{\rho^*}((c_b', \ldots, c_b', \ldots)) \right)
$$

(46)

for $b' \neq b$. The connection blocking probability can be obtained from

$$
B_{1b} = \sum_{c=(c_1, \ldots, c_b, \ldots, c_B)} \left( \sum_{v \in \mathcal{V}} \mathbf{b}_b(c, v) q_{\rho^*}(c) \chi(v) \right).
$$

(47)

The per-connection throughput can be obtained from

$$
\text{Thr}_b = \sum_{c=(c_1, \ldots, c_b, \ldots, c_B)} \left( \sum_{v \in \mathcal{V}} \text{Thr}_b(c) q_{\rho^*}(c) \chi(v) \right)
$$

(48)

where $\text{Thr}_b(c)$ is obtained from (23) given the number of ongoing connections of the different traffic classes.

**VI. Performance Evaluation**

**A. Parameter Setting**

For numerical results, we consider a router with two transmit antennas and two queues (i.e., $B=2$) in which $b=1$ and $b=2$ correspond to QoS-sensitive and best-effort traffic, respectively. The size of each queue ($X_1$, $X_2$) is 12 packets. The set of actions for antenna assignment is denoted by $\mathcal{U} = \{1, \ldots, 4\}$. The number of modulation modes is $K=2$. The packet size is $L=255$ bits and block codes are used for forward error correction in which errors up to $e=2$ bits can be corrected. QoS-sensitive traffic has the maximum delay tolerance of $\text{Delay}_{\text{max}}^{\text{QoS}} = 1.5$ time slots, while best-effort traffic has no strict delay requirement. For antenna assignment, the weights corresponding to revenues from QoS-sensitive and best-effort traffic are $\kappa_1=1$ and $\kappa_2=0.2$, respectively. The maximum number of connections for both QoS-sensitive and best-effort traffic are $c^*_1 = c^*_2 = 10$. The maximum connection blocking probability and the minimum average per-connection throughput are $B_{1\text{max}} = B_{2\text{max}} = 0.05$ and $\text{Thr}_{1\text{min}} = \text{Thr}_{2\text{min}} = 0.1994$ packets/time slot.

**B. Numerical Results**

The analytical framework for RRM can be used to quantitatively evaluate both the packet-level and connection-level QoS performances and their interactions under wide variations in different system parameters. For brevity of the paper, however, only representative results are presented.

1) **Optimal Policy for Antenna Assignment:** Figs. 3(a)-(3(b)) show the number of antennas allocated to QoS-sensitive traffic and best-effort traffic. The average connection holding times are $1/\theta_1 = 10$ and $1/\theta_2 = 15$ min for QoS-sensitive and best-effort connections, respectively. The maximum tolerable packet dropping probabilities for both QoS-sensitive and best-effort traffic are $L_{1\text{max}} = L_{2\text{max}} = 0.1$. For admission control, the weights corresponding to revenues from QoS-sensitive and best-effort traffic are $\kappa_1 = 1$ and $\kappa_2 = 0.2$, respectively. The maximum number of connections for both QoS-sensitive and best-effort traffic are $c^*_1 = c^*_2 = 10$. The maximum connection blocking probability and the minimum average per-connection throughput are $B_{1\text{max}} = B_{2\text{max}} = 0.05$ and $\text{Thr}_{1\text{min}} = \text{Thr}_{2\text{min}} = 0.1994$ packets/time slot.
(for the optimal policy) given the number of packets in the queues of both QoS-sensitive and best-effort traffic. With small delay requirement (i.e., $D_{1}^{max} = 1.5$ in Fig. 3(a)), we observe that the optimal policy allocates all of the antennas to the QoS-sensitive traffic if the corresponding queue is not empty. However, if the number of packets in the queue for QoS-sensitive traffic is small (i.e., $x_1 = 1, 2$), some antennas are allocated to best-effort traffic so that the packet dropping probability is minimized. If the queue for QoS-sensitive traffic is empty, all antennas are allocated to the best-effort traffic instead. The optimal antenna assignment policy adapts to the QoS requirement of the QoS-sensitive traffic. For example, when the delay requirement of the QoS-sensitive traffic is larger (i.e., $D_{1}^{max} = 2.1$ in Fig. 3(b)), the number of allocated antennas to QoS-sensitive traffic becomes smaller.

The effect of adaptation (which is inherent in the optimal policy) on average packet delay and packet dropping performances are shown in Figs. 4(a)-4(b) as the number of ongoing best-effort connections varies. The optimal policy maintains the average packet delay for QoS-sensitive traffic below the maximum tolerable limits (i.e., $D_{1}^{max} = 1.5$ and $D_{1}^{max} = 2.1$ time slots). However, as the number of ongoing best-effort connections increases, the packet-level performances of best-effort traffic degrade. In order to avoid this performance degradation, admission control would be required.

2) Optimal Policy for CAC: Figs. 5(a)-5(b) show the probability of accepting QoS-sensitive and best-effort connections given the number of ongoing connections. This probability is obtained from the optimal policy for admission control. As expected, when the number of ongoing connections of both traffic classes is small, the admission controller accepts incoming connections for both QoS-sensitive and best-effort traffic. However, when the number of ongoing connections is large, the admission controller prioritizes QoS-sensitive connections over best-effort connections. This can be observed from the higher acceptance probability at the same number of ongoing connections. Note that outside the admissible region, the probabilities of accepting the QoS-sensitive and best-effort connection are zeros.

Figs. 6(a)-6(b) show the connection-level QoS performances for QoS-sensitive and best-effort traffic with optimal admission control and with simple admission control (i.e., based on admissible region only) when optimal antenna assignment policy is used. Since QoS-sensitive traffic has a maximum tolerable delay requirement, each connection requires more radio resources (i.e., transmit antennas). Therefore, with the simple admission control method, more best-effort connections can be accepted at the cost of increased connection blocking probability for QoS-sensitive traffic. However, with optimal admission control, connection blocking probability of QoS-sensitive traffic is much lower than that of best-effort traffic. Also, the connection blocking probability for best-effort traffic is bounded at 0.05 which is the maximum tolerable limit (Fig. 6(a)) and the average per-connection throughput does...
Fig. 6. (a) Connection blocking probability and (b) per-connection throughput under different connection arrival rate of QoS-sensitive traffic (for $\alpha_2 = 0.2$).

Fig. 7. Revenue of the router from QoS-sensitive and best-effort connections.

not fall below the minimum requirement of $T_{12\text{min}} = 0.1994$ packet/time slot (Fig. 6(b)). With the simple CAC scheme, the QoS requirements for the different traffic cannot be met. The optimal CAC policy, however, guarantees connection-level QoS while maximizing the revenue of the router at the same time (Fig. 7).

VII. CONCLUSION

We have presented a radio resource management framework for multiclass QoS provisioning in MIMO-enabled wireless routers. This framework consists of optimal antenna assignment to provide packet-level QoS and optimal admission control to provide connection-level QoS for different traffic classes. The optimal policies for antenna assignment and admission control have been obtained based on constrained Markov decision process models. Performance evaluation results have revealed the efficacy of the proposed framework.

This framework can be extended to consider adaptive power allocation along with antenna assignment and the case of correlated MIMO channels. Also, extending the framework for a MIMO-OFDM system will be useful.
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