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Abstract—In this letter we propose per antenna superposition coding (PASC) by which partial information can be relayed instead of full information, to exploit the higher capacity of source-relay-destination link. Here, the PASC is designed across antennas, producing basic layer and superposed layer for each data stream per antenna. It is shown that an overall data rate of partial information relaying with PASC can be increased beyond that offered by full information relaying by virtue of fast forwarding of partial information over relatively better link.

Index Terms—Cooperative relaying, multiple antennas, per antenna superposition coding (PASC), partial information, rate matching, power allocation.

I. INTRODUCTION

HERE have been lots of efforts to improve the capacity of direct transmission via cooperative relaying when a user experiences weaker channel condition. Especially, it is crucial in cellular environments to mitigate intercell interference for an increased rate and extended coverage at cell edge. In such efforts, various relaying protocols such as amplify-and-forward (AF), decode-and-forward (DF), compress-and-forward (CF) have been proposed [1]–[4]. Those relaying schemes are mainly to exploit the multipath diversity for power gain (or increased rate) that results from combining direct and relayed signals. However, they do not fully utilize the asymmetric link capacities existing in direct and relayed links, where the latter is typically in better condition when line-of-sight (LOS) transmission is realized for a fixed relay.

In order to more efficiently exploit the asymmetric link capacities, partial decode-and-forward protocol was first proposed in [5], where a relay forwards part of decoded information to a destination based on superposition coding. Recently, Popovski and de Carvalho [6] investigated the power division between basic data and superposed data for overall rate maximization. However, the multiple antenna configurations that cause additional inter-stream interference due to spatial multiplexing were not considered in their work, which is prerequisite for realization of next-generation cellular systems.

II. PARTIAL INFORMATION RELAYING WITH PER ANTENNA SUPERPOSITION CODING

We consider a multiple antenna configuration of $M$ transmit and $N$ receive antennas at a source and a destination, respectively. A relay operates in half duplexing mode and has $N$ receive and $N$ transmit antennas. We assume that the slot length in the first hop and second hop adaptively varies according to the amount of information to be transferred and the link conditions for efficient link utilization. Also, we assume a quasi-static channel over two hops, over which the link conditions remain unchanged. If this assumption is not feasible in practice, we need some form of prediction (for details refer to [7]) based on the feedback about link conditions for joint power allocation between source and relay in Section III. The transmit signal vector at a source is

$$\mathbf{x} = [x_1, x_2, \ldots, x_M]^T$$

(1)

where $x_m = \sqrt{1-\alpha_m}a_m x_{b,m} + \sqrt{\alpha_m}a_m x_{s,m}$, $\{\alpha_m\}$ represent the power division factors between the basic and superposed layers of each data stream per antenna, the power allocation to antenna $m$ is $P_m = E[|x_{b,m}|^2] = E[|x_{s,m}|^2]$, $\langle \cdot \rangle^T$ and $E[\cdot]$ denote transpose and expectation, respectively. Note that the subscript $b$ denotes the basic layer while $s$ indicates the superposed layer on top of basic layer.

If both path loss and fading are accounted for, the $N \times 1$ received signal vector at a destination is of the form

$$\mathbf{y}_n = \sqrt{P_0} \mathbf{H}_0 \mathbf{x} + \mathbf{n}_0$$

(2)

where $\mu_0$ is the channel attenuation due to path loss, the $N \times M$ channel matrix of direct link $\mathbf{H}_0$ is composed of
independent zero-mean complex Gaussian random variables (flat fading), and \( n_0 \) denotes the zero-mean additive white Gaussian noise (AWGN) vector with \( E[nn^H_0] = \sigma^2 I_N \) and \( I_N \) denote Hermitian transpose and the identity matrix of size \( N \times N \), respectively.

Similarly, the \( N \times 1 \) received signal vector at a relay can be formulated as
\[
y_1 = \sqrt{\mu_1} H_1 x + n_1 \tag{3}
\]
where the channel and noise statistics associated with different links and antennas are assumed statistically independent. Note that no precoding across multiple transmit antennas at both source and relay is considered because we assume the feedback about per antenna post detection signal-to-interference-plus-noise ratio (SINR) instead of full channel state information (CSI).

At the relay, zero-forcing (ZF) V-BLAST [8] is employed for the successive interference cancellation and spatial decorrelation of the inter-stream interference. The ZF-nulling vector for the stream to be decoded in the \( j \)th order is given by
\[
w_{1,j}^j = \left( H_{1,j}^+ \right)_l^j \tag{4}
\]
where \( l_j \) is the index of the stream to be decoded in the \( j \)th order, \( H_{1,j}^+ \) is the matrix obtained by zeroing columns \( l_1, l_2, \ldots, l_{j-1} \) of \( H_1 \), \( (\cdot)^+ \) denotes the Moore-Penrose pseudo-inverse [9], and \( (\cdot)_j \) denotes the \( l_j \)th row of given matrix. Note that the \( j \)th decoding order is determined by
\[
l_j = \text{argmin}_{n \notin \{1, \ldots, j-1\}} \| \left( H_{1,j-1}^+ \right) n \|^2.
\]
After spatial decorrelation by the ZF-nulling vector, the basic data is decoded first and then the superposed data is decoded by subtracting off the effects of the basic data. Assuming that the data stream through antenna \( m \) is decoded at the relay in the \( j \)th order, the post detection SINRs of basic and superposed data on the \( m \)th antenna are given, respectively, by
\[
\rho_{b,m}^j = \frac{(1 - \alpha_m) \gamma_{1,m}}{\|w_{1,j}^j\|^2 + \alpha_m \gamma_{1,m}} \tag{5}
\]
\[
\rho_{s,m}^j = \frac{\alpha_m \gamma_{1,m}}{\|w_{1,j}^j\|^2} \tag{6}
\]
where the superscript 1 denotes the relay and \( \gamma_{1,m} \) is the per antenna link SINR from source to relay and given by \( \gamma_{1,m} = \mu_1 P_m / \sigma^2 \).

In the second hop, the relay forwards only the superposed layers. In the adaptive slot length protocol, the duration of the second hop can be much shorter than that of the first hop since only partial information needs to be transferred over relatively better link. This might contribute to an increase in overall rate by virtue of the fast forwarding of partial information. Once the destination successfully decodes the superposed layers, where sufficient energy for successful decoding can be accumulated by variable duration in the second hop, the effects of superposed layers are cancelled out from the signal received in the first hop. Consequently, the basic layers become free from the interference by superposed layers. It should be noted that enabling the destination to receive data in the first hop is critical to the system performance, as emphasized in the previous works [10] and [11]. Applying ZF V-BLAST, the ZF-nulling vector for the stream to be decoded in the \( i \)th order is given by
\[
w_{0,k_i} = \left( H_{0,k_i}^+ \right)^T \tag{7}
\]
where \( k_i \) is the index of the stream to be decoded in the \( i \)th order and determined by
\[
k_i = \text{argmin}_{n \notin \{1, \ldots, i-1\}} \| \left( H_{0,i-1}^+ \right) n \|^2.
\]
Assuming that the data stream through antenna \( m \) is decoded at the destination in the \( i \)th order, the post detection SINR of basic layer on the \( m \)th antenna is given by
\[
\rho_{b,m}^i = (1 - \alpha_m) \gamma_{0,m} \frac{\|w_{0,k_i}\|^2}{\|w_{0,k_i}\|^2}
\]
where the superscript 0 denotes the destination and \( \gamma_{0,m} \) is the per antenna link SNR from source to destination and given by \( \gamma_{0,m} = \mu_0 P_m / \sigma^2 \).

### III. Optimal Power and Rate Allocation

Now, the achievable rates for basic layer and superposed layer through antenna \( m \) are determined by
\[
R_{b,m} = \log(1 + \rho_{b,m}) \tag{9}
\]
\[
R_{s,m} = \log(1 + \rho_{s,m}) \tag{10}
\]
where \( \rho_{b,m} = \min(\rho_{b,m}^1, \rho_{b,m}^2) \) and \( \rho_{s,m} = \rho_{s,m}^1 \). Since we are assuming the feedback from destination and relay to source about per antenna post detection SINRs, an optimal power and rate allocation between the basic and superposed layers and across antennas is attempted to maximize an overall data rate. That is, the overall rate offered by partial information relaying with multiple antennas, denoted by \( R_{sc}(M,N) \), is maximized by finding an optimum combination of power division factors \( \{\alpha_m\} \) and per antenna power allocation \( \{P_m\} \).

Reflecting the adaptive slot length protocol, the problem for optimizing the power allocation above can be formulated as
\[
\left( \{\alpha_m\}, \{P_m\} \right) = \text{argmax}_{\sum_{m=1}^M \alpha_m \leq \rho_0} \left\{ R_{sc}(M,N) = \frac{\sum_{m=1}^M \rho_{b,m}(\alpha_m, P_m)}{1 + \sum_{m=1}^M \rho_{s,m}(\alpha_m, P_m)} / R_2(N) \right\}\tag{11}
\]
where \( (\alpha_m, P_m) \) denote explicitly the dependence of \( R_{b,m} \) and \( R_{s,m} \) on these parameters. Here, the capacity of relay to destination link (i.e., R-D link) \( R_2(N) \) is evaluated as
\[
R_2(N) = \sum_{n=1}^N \log(1 + \rho_{2,n}) \tag{12}
\]
where the post detection SINR at the \( n \)th receive antenna of the R-D link is
\[
\rho_{2,n} = \frac{\gamma_{2,n}}{\|w_{2,n}\|^2} \tag{13}
\]
Here, \( \gamma_{2,n} = \mu_2 P_n / \sigma^2 \) is the R-D link SNR at the \( n \)th antenna, and \( P_n \) denotes the power allocation to \( n \)th antenna of the R-D link. Note that the ZF-nulling vector of the R-D link \( w_{2,i} \) can be obtained similarly as in (4) with \( H_1 \) replaced by the \( N \times N \) channel matrix of the R-D link \( H_2 \).
Note that for given \( \{ P_m \} \) the overall rate \( R_{sc}(M, N) \) is maximized if the rates are matched as \( \rho^0_{b,m} = \rho^1_{b,m} \) because of decorrelation after the projection by each ZF-nulling vector. For the rate matching, i.e., \( \rho^0_{b,m} = \rho^0_{b,m} \), the power division factors should be set to

\[
\alpha_m = \left( \frac{\| w_{0,k_i} \|^2}{\gamma_{0,m}} - \frac{\| w_{1,k_i} \|^2}{\gamma_{1,m}} \right)^+ \quad \text{for } m = 1, 2, \ldots, M
\]  

(14)

where \( (x)^+ = \max(0, x) \). Then, the overall capacity offered by partial information relaying with PASC is simplified to

\[
R_{sc}(M, N) = \frac{\sum_{m=1}^{M} \log \left( 1 + \frac{\sum_{l=0}^{M} \rho^m_{b,m} \| w_{l,k_i} \|^2}{\mu_l \| w_{l,k_i} \|^2} \right)}{1 + \sum_{m=1}^{M} \theta(\alpha_m) \log \left( \frac{\mu_1 \| w_{1,k_i} \|^2}{\rho^m_{b,m} \| w_{1,k_i} \|^2} \right)} / R(2/N)
\]

(15)

for \( 0 \leq \alpha_m < 1 \) where \( \theta(\alpha_m) = 0 \) if \( \alpha_m = 0 \) and otherwise one.

If equal power split between source and relay is assumed, and the total power constraints are \( \sum_{m=1}^{M} P_m \leq P_T \) and \( \sum_{n=1}^{N} P_n \leq P_T \), the optimum power allocation is shown to be

\[
\begin{align*}
P_m &= \left( \frac{1}{\lambda_1} - \frac{\sigma^2 \| w_{1,k_i} \|^2}{\mu_1} \right)^+ \\
P_n &= \left( \frac{1}{\lambda_2} - \frac{\sigma^2 \| w_{2,k_i} \|^2}{\mu_2} \right)^+
\end{align*}
\]

(16)

where \( \lambda_1 \) and \( \lambda_2 \) are determined to meet the total power constraints above.

On the other hand, if unequal power split between the source and relay is assumed under a total power constraint \( \sum_{m=1}^{M} P_m + \sum_{n=1}^{N} P_n \leq 2P_T \), the optimum power allocation can be found through numerical search as follows:

1) Set the total power constraints to be \( \sum_{m=1}^{M} P_m \leq (1 + \epsilon)P_T \) and \( \sum_{n=1}^{N} P_n \leq (1 - \epsilon)P_T \) with fixed \( \epsilon \), subject to the total sum power of \( 2P_T \).
2) The optimum power allocation can be determined in (16) and (17) by properly choosing \( \lambda_1 \) and \( \lambda_2 \) to meet the corresponding total power constraints for a given \( \epsilon \).
3) An efficient search method can be employed to fast track down the search space \( \mid \epsilon \mid < 1 \) since the capacity of interest appears to be a concave function of \( \epsilon \).

Note that under the perfect rate matching in (14), the capacity of superposed layer over the S-D link remains

\[
\alpha_m = \frac{\| w_{0,k_i} \|^2}{\gamma_{0,m}} - \frac{\| w_{1,k_i} \|^2}{\gamma_{1,m}}
\]

and the overall capacity \( R_{sc}(M, N, \epsilon) \) in (15) as a function of \( \epsilon \) can be maximized by applying the above total power constraints, respectively.

The resulting maximum capacity \( \max_{\epsilon < 1} R_{sc}(M, N, \epsilon) \triangleq R_{sc,(max)}(M, N) \) will be compared with \( R_{sc}(M, N, \epsilon = 0) \) that is offered by the equal power split in the following Section.

IV. NUMERICAL RESULTS

The proposed partial information relaying with PASC is compared in terms of the capacity (bits/symbol) with the following conventional schemes when \( M = N = 4 \):

- **Two-hop transmission**: full information decoded at the relay is forwarded to the destination in the second hop. So it corresponds to a special case of the proposed partial information relaying with PASC when \( \alpha_m = 1 \), \( \forall m \). The capacity in the adaptive slot length protocol becomes

\[
R_{2h} = R_1 / (1 + R_1 / R_2)
\]

where \( R_1 = \sum_m \log (1 + \rho^1_{b,m}) \) and \( R_2 = \sum_m \log (1 + \rho^0_{b,m} + \rho^2_{b,m}) \). Here \( \rho^1_{b,m}, \rho^0_{b,m}, \rho^2_{b,m} \) are found in (5), (8), and (13), respectively, when \( \alpha_m = 0 \), \( \forall m \). Note that the rate of the R-D link is obtained by the maximal-ratio combining (MRC) of the signals received at the destination in the first hop and second hop.

- **Conventional DF relaying**: full information decoded at the relay is forwarded in the second hop, but a fixed slot length is adopted. The capacity is given by

\[
R_{DF} = \frac{1}{2} \min(R_1, R_2)
\]

where \( R_1 \) and \( R_2 \) are the same as given in the two-hop transmission.

- **Direct transmission**: no relay is employed.

Fig. 1 shows the capacities of the proposed partial information relaying with PASC and other conventional schemes when \( \gamma_1 = \mu_1 P_T / \sigma^2 = 15 \) \( \text{dB} \) and \( \gamma_2 = \mu_2 P_T / \sigma^2 = 20 \) \( \text{dB} \). It is seen that the partial information relaying with PASC outperforms full information relaying, and yields higher capacity than direct transmission \( (R_0) \) when \( \gamma_0 = \mu_0 P_T / \sigma^2 < 13 \) \( \text{dB} \) for equal power split and \( \gamma_0 < 16 \) \( \text{dB} \) for unequal power split, which are typical in cellular relay environments. Unequal power split between source and relay further makes the partial information relaying with PASC more attractive than full information relaying and direct transmission.

The capacities for different geometry from Fig. 1 are shown in Fig. 2 when \( \gamma_1 = 20 \) \( \text{dB} \) and \( \gamma_2 = 15 \) \( \text{dB} \). Compared to Fig. 1, the capacity decrease of the proposed scheme with unequal power split is marginal since unequal power allocation between source and relay helps to compensate for the degradation of the R-D link. On the other hand, the capacity for equal power split notably increases when \( \gamma_0 > 10 \) \( \text{dB} \) since the degraded R-D link can be compensated by the improved S-R link.

Fig. 3 shows the capacity versus \( \gamma_0 \) and the power division factor \( \epsilon \) that indicates unequal power split between source and relay, when \( \gamma_1 = 20 \) \( \text{dB} \) and \( \gamma_2 = 20 \) \( \text{dB} \). An optimal value of \( \epsilon \) in general increases as \( \gamma_0 \) increases since better S-D link renders more power allocation for superposed layers. It is also noted that the proposed algorithm can effectively locate the optimal value of \( \epsilon \).

Fig. 4 depicts average throughput when superposition of two independent QPSK modulated symbols is adopted for the transmission of basic and superposed layers, and \( \alpha_m = 0.2 \) is used in (1) to have a standard 16-QAM constellation with unit average power. Following the framework presented in Section V of [6] and assuming that the 16-QAM transmissions over S-R and R-D links are error free for the given configuration \( (\gamma_1 = \gamma_2 = 25 \) \( \text{dB} \) \), the average throughput for the proposed
scheme is
\[
R_{sc, QPSK} = \frac{2NM + \sum_{m=1}^{M} 2NP_{QPSK}[(1 - \alpha_m)\gamma_{0,m}]}{3N/2}
\]
where \(N\) is the number of symbols and \(P_{QPSK}(\gamma)\) denotes the probability that the QPSK modulated symbol is correctly received with \(\gamma\). It is confirmed that the partial information relaying with PASC takes benefits even when \(\alpha_m\) has only three discrete values which determine effective transmission mode among multi-hop transmission (\(\alpha_m = 1\)), partial information relaying (\(\alpha_m = 0.2\)), and direct transmission (\(\alpha_m = 0\)). Note that the proposed relaying with PASC generalizes the three transmission modes by the parameter \(\alpha_m\).

V. CONCLUSION

We have shown that partial information relaying with per antenna superposition coding (PASC) allows for perfect rate matching among asymmetric links often observed at cell edge, resulting in significant capacity gain over full information relaying. In addition, the joint rate and power allocation using the feedback about per antenna post detection SINR was shown to be effective to yield an increased gain for partial information relaying. The issues of precoding/SVD that require full CSI can be addressed as a future work, in conjunction with partial information relaying for further increased gain.
Fig. 3. Capacity (bits/symbol) versus $\gamma_0$ and $\epsilon$ when $\gamma_1 = 20$ dB, $\gamma_2 = 20$ dB, and $M = N = 4$.

Fig. 4. Average throughput when $\gamma_1 = 25$ dB, $\gamma_2 = 25$ dB, and $M = N = 4$.
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