Abstract—Multidimensional signaling is newly designed to provide a diversity gain of order 2 using two transmit antennas in uplink transmission of wide-band CDMA (W-CDMA) while achieving high and multiple data rates at the same time. The rate can be easily changed on the slot basis in a frame transmission by adapting the order of multidimensional signaling to the incoming traffics. The multidimensional signaling of order zero simply reduces to conventional multicode scheme, so there exists a tradeoff between rate and complexity. Also, the use of multidimensional signaling results in far reduced envelope variations at the maximum rate. With the transmit diversity, the uplink signal-to-interference ratio (SIR) will be further stabilized to meet the requirements of multimedia traffics. Statistics of interferences are characterized in terms of their second- and fourth-order moments from which diversity gain is theoretically verified. For realistic multipath fading channels, considering both equal and unequal average path powers, the average probability of symbol error is obtained in compact form, in which the two schemes, multidimensional signaling with and without transmit diversity are compared, and then with nonmulticode scheme in view of the bit error rate (BER). Numerical and simulation results show that the multidimensional signal with transmit diversity provides a significant gain over that with no diversity, and furthermore outperforms nonmulticode scheme subject to the same signal energy per bit and chip rate.
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I. INTRODUCTION

In wireless communications, much attention has been focused on increasing the data rate while maintaining link quality reliably. In particular, it is difficult to achieve this in the presence of multipath fading because the scheme with no diversity often requires a large increase in signal-to-noise ratio (SNR) even for a small reduction in the BER. Recently, there have been a number of proposals to deploy multiple transmit antennas at both the base and remote stations and increase the data rate of wireless channels. These proposals are basically based on antenna diversity, coding technique, and array processing. For instance, the space–time coding [1] introduces temporal and spatial correlation into signals transmitted from different antennas, which provides diversity and coding gain at the receiver. This coding technique is combined with the array processing at the receiver to provide reliable and very high data rate communication [2].

On the other hand, due to the power limitation as well as the cost and size of the remote units, the antenna diversity has almost exclusively been used at the base stations to improve the capacity of wireless channels. In particular, down link capacity can be effectively increased by employing the transmit diversity proposed in [3] and [4]. The approach introduces different delays in transmission at each antenna so that delayed versions of a signal experience independent fadings to provide diversity gain at the receiver. Another approach proposed in [5] is to achieve a simple diversity order of 2 when two transmit antennas with one receive antenna are used, in which the encoding is done in space and time (space–time coding). The delay diversity and coding schemes have been proposed mainly for use in narrow-band signals, while the diversity scheme in [6] was proposed for spread-spectrum signals using a RAKE receiver, but its use is limited to indoor wireless channels with very small delay spreads. A recent progress in transmit diversity for wide-band CDMA (W-CDMA) has been reported in [7] and [8], especially for a capacity increase in downlink.

In view of signal design, there have been two typical types of signaling to provide high data rate communication over wide-band wireless channels, i.e., the multicarrier code-division multiple-access (MC-CDMA) [9] and multicode direct-sequence CDMA (DS-CDMA) [10], [11]. The two CDMA techniques are being considered for use in downlink and uplink of the third-generation cellular systems in which the former is more suitable for synchronous channels but the latter is appropriate for asynchronous channels. The major problem with using the CDMA techniques is the envelope variations as a result of large linear sum of parallel channels, and the interferences caused by nonorthogonal other user signals. In uplink transmission, it is desirable to adopt a cost-effective nonlinear amplifier at the remote unit, and hence a signal suffers from the nonlinear distortions whenever large envelope variations occur. With a limitation on the peak-to-average envelope ratio, it is difficult to increase data rates simply by increasing the number of parallel channels for the CDMA schemes. In addition, the users with high data rates will create large interferences compared to the low-rate users because many parallel channels are used, and then it is required to increase the signal power of

1 We may avoid the problem with envelope variations by reducing the spreading factor to increase data rates [12].

2 This results from the signals with distinct delays and/or the use of nonorthogonal codes.
low-rate users and also increase the interferences, which may require a certain degree of diversity gain for the high-rate users to overcome this unfavorable situation.

In this paper, we propose a multidimensional W-CDMA signaling combined with transmit diversity, in which the multidimensional W-CDMA signal is designed in order to avoid the problem with envelope variations when higher data rates are needed in uplink transmission, and the transmit diversity is adopted to obtain diversity gain by stabilizing the uplink SIR of high-rate users. Due to the limitations on the cost, size, and power of the remote units, it is desirable to use a simple two-branch transmit diversity [5] in which the delay diversity scheme [4] is used to have uncorrelated received signals from the two antennas. Here, if a signal and a delayed signal (more than one symbol period) are encoded by a user-specific signature sequence varying from symbol to symbol, we may have no intersymbol interference (ISI) at the receiver. Besides, the path gain averaged over a fading depends on the relative delay over many symbol periods, and, if delay versions of a signal pass through the multipath fading channel, their path gains with the same relative delays become uncorrelated and are varying instantly while the averaged path gains versus relative delays, called multipath intensity profile [13], would not be changed over several symbol periods.

High and multiple data rates are important for reliable wireless multimedia communications. In particular, it is necessary to adapt the rates according to the incoming traffics without causing extra hardware complexity at the remote units. For this reason, the proposed multidimensional W-CDMA signal is designed to easily change the rates by adapting the order of multidimensional signaling to the traffics with varying rates while the number of parallel channels is kept the same. A rate adaptation can be operated on the slot basis in a frame transmission of a W-CDMA uplink, and the change in rate may be detected together with data detection at the receiver because of signaling characteristics. Therefore, a newly designed W-CDMA signal with transmit diversity will be a good alternative to the MC-CDMA and multicode DS-CDMA with applications to next-generation wireless systems.

In Section II, the signal structure and characteristics of multidimensional W-CDMA signaling are described and a new signal design method is given both in code and time spaces. The multidimensional signaling is applied to provide a diversity order of 2 with two transmit antennas and one receive antenna in Section III, in which diversity gain is theoretically verified. Section IV derives the compact-form formula to calculate the probability of symbol error for the signaling with or without transmit diversity, in which a precoding is used to achieve a constant envelope signal, considering both equal and unequal average path powers. Section V presents numerical results to prove the diversity gain of order 2 and simulation results to compare the two schemes with nonmulticode scheme in terms of the BER. Finally, concluding remarks are given in Section VI.

II. MULTIDIMENSIONAL W-CDMA MODEL

We consider multiple parallel transmissions using the orthogonal codes that are shared among all users in the uplink channel of W-CDMA systems, where a user-specific signature sequence concatenates them in order to discriminate his own transmission from others. Hence, the resulting waveform of a particular $k$th user can be expressed by

$$\tilde{s}_k(t) = \sqrt{P} \left[ \sum_{m=0}^{M-1} \left[ d_{I,m}^{(k)}(t) + j d_{Q,m}^{(k)}(t) \right] w_m(t) \right] c_k(t)$$

(1)

in which $P$ is the transmit power per (code) channel, $M$ is the number of parallel (code) channels, the in-phase ($I$) and quadrature ($Q$) parallel data are

$$d_{A,m}^{(k)}(t) = \sum_{n=0}^{N-1} d_{A,m}^{(k)}(n) p_T(t-nT)$$

(2)

for $d_{A,m}^{(k)}(n) \in \{1,-1\}$ ($A = I,Q$), $p_T(t)$ denotes a unit-magnitude rectangular pulse occupied in $[0,T)$ for the symbol time $T$, and $NfT$ indicates the frame length. Here, the $n$th orthogonal code waveform $w_m(t)$ is of the form

$$w_m(t) = \sum_{l=0}^{G_N-1} \sum_{i=0}^{M-1} w_{ml} p_{w}(t-lT_c - iT_w)$$

(3)

in which the channelization codes $\{w_{ml}\}$ are repeated $G$ times per symbol to provide the degree of freedom $G \triangleq T/T_w$ ($G$ is assumed to be an integer) in time space with $M$ in code space, $T_w$ and $T_c$ denote Walsh symbol and chip times, respectively, and the row vector $w_m \triangleq (w_{m0}, \ldots, w_{m,M-1})$ is chosen from the Hadamard matrix $H_M$ generated by

$$H_L = \begin{pmatrix} H_{l/2} & H_{l/2} \\ H_{l/2} & -H_{l/2} \end{pmatrix}$$

(4)

with $l = 2,4,\ldots,M$ and $H_{1/2} = 1$. Finally, the $k$th user signature waveform is modeled as

$$c_k(t) = \sum_{l=0}^{G_MN-1} c_l^{(k)} p_{T_c}(t-lT_c)$$

(5)

where $N \triangleq GM$ represents the total degree of freedom in signal space or means the spreading factor, and $\{c_l^{(k)}\}$ may be obtained by shortening the long PN sequence of values $\pm 1$ to the length of $NN_f$.

The above signaling structure can be viewed as a kind of multicode DS-CDMA that has been proposed by the literatures [10], [11], and partly employed in the W-CDMA uplink channel [12]. In this paper, we propose a novel multidimensional W-CDMA signaling based on this structure which enables us to convey more traffic and easily adapt to the multiple data rates of incoming traffics. It can be achieved by exploiting the addressing part of signature sequences as one of data modulation as shown in Fig. 1(a), which is formulated as

$$\tilde{s}_k(t) = \sqrt{P} \sum_{m=0}^{M-1} \left[ d_{I,m}^{(k)}(t)c_{I,m}^{(k)}(t) + j d_{Q,m}^{(k)}(t)c_{Q,m}^{(k)}(t) \right] w_m(t)$$

(6)
for $\langle m \rangle \triangleq \lfloor m/J \rfloor$ ($\lfloor x \rfloor$ denotes the greatest integer not exceeding $x$ and some $J > 1$). The data modulated $I$- and $Q$-channel signature waveforms are defined by

$$c^{(k)}_{A(m)}(t) = \sum_{n=0}^{N_f-1} \left[ \sum_{g=0}^{G-1} b^{(k)}_{A(m)}(g;n) p_{T_{w}}(-gT_{w} - nT) \right] c_{k}(t)$$

for $A = I, Q$. Here, the modulating sequences $\{b^{(k)}_{I(m)}(g;n)\}$ and $\{b^{(k)}_{Q(m)}(g;n)\}$ are designed as multidimensional signals both in time and code spaces to provide multiple data rates.

The proposed multidimensional W-CDMA signaling can be modified in many ways, depending on how to construct the modulating sequences, and in turn affects the receiver structure at the base station. To maintain orthogonality among parallel transmissions, these sequences are allowed to be changed over each Walsh symbol in time space. Also, to keep receiver complexity manageable, they need to remain unchanged over more than one parallel transmission in code space. By observing these facts, we may propose one possible realization as follows: 1) the $I$-channel modulating sequence $\{b^{(k)}_{I(m)}(g;n)\} \ 0 \leq n \leq G-1$ is determined in a certain manner from a set of $G$ orthogonal codes $\{\mathbf{h}_i\} i = 0, \ldots, G-1$ where $\mathbf{h}_i$ denotes the $i$th row vector of $H_G$; 2) such mapping is arranged for any subset $\{\mathbf{h}_i\} i = 0, \ldots, L-1$ with $L \leq G$ and an integer $l$ (signaling order) $\geq 1$; and 3) repeat 1) and 2) for the $Q$-channel modulating sequence $\{b^{(k)}_{Q(m)}(g;n)\} \ 0 \leq n \leq G-1$. Here, each mapping is performed whenever the $n$th data symbol and $\langle m \rangle$th ($\langle m \rangle = \lfloor m/J \rfloor$) group of $J > 1$ parallel transmissions are ready for the $I$- and $Q$-channel, ranging $0 \leq n \leq N_f - 1$ and $0 \leq \langle m \rangle \leq M/J - 1$. This implies that the data rate can be increased to a maximum $[M + (M/J) \log_2 G]$ bits per symbol per channel subject to the constraints $G = T/T_w$ and $J > 1$ as key parameters (see Table I) in multidimensional signaling.

Here, we note that the multicode scheme is equivalent to the multidimensional signaling with $L = 1$ ($l = 0$), namely, $U^{(k)}_{I(m)}(g;n) = b^{(k)}_{Q(m)}(g;n) = 1$ for all $g = 0, \ldots, G-1$. Then, multidimensional signaling introduces additional $L$-ary ($1 < L \leq G$) orthogonal modulation for which symbol-by-symbol detection is required at the receiver. Thus, multidimensional signaling increases the data rate at the cost of receiver complexity. It is shown [14] that the symbol-error performance can be improved further even with increased rate, compared to the multicode scheme. Also, given the maximum rate above, a multicode scheme needs $[M + (M/J) \log_2 G]$ parallel (code) channels while multidimensional signaling requires only $M$, resulting in far reduced envelope variations.

Following the above design procedure, the resulting $k$th user’s signal has the expression

$$\hat{\mathbf{s}}_{k}(t) = \sqrt{P} \left[ \sum_{m=0}^{M-1} \sum_{n=0}^{N_f-1} \sum_{g=0}^{G-1} \left[ d^{(k)}_{I(m)}(n)b^{(k)}_{I(m)}(g;n) \cdot p_{T_{w}}(t - gT_{w} - nT) + j e^{j\theta_{Q(m)}(n)} b^{(k)}_{Q(m)}(g;n) \right] u_{m}(t) \right] c_{k}(t)$$

which is referred to as the multidimensional W-CDMA signaling that is illustrated in Fig. 1(b). Here, we are concerned with a
CDMA-based cellular system and are considering a single cell with $K$ (high-rate) users and a centered base station. By despreading an addressing portion of each user, his own transmission can be extracted in the presence of other user interferences, and then applying orthogonality in time and code spaces recovers an original data from symbol to symbol.

### III. SIGNALING FOR TRANSMIT DIVERSITY AND GAIN

For the uplink W-CDMA channel of interest, the remote units have somewhat limited hardware complexity so that it is desirable to employ two antennas offering a simple two-branch transmit diversity. In connection with multidimensional signaling in time and code spaces, this diversity technique will benefit spatial separation between the two signals from each antenna. Hence, by using diversity combining at the base station, the uplink SIR can be further stabilized to provide additional gain when higher data rates are required, e.g., wireless multimedia services.

Regarding selection of transmit diversity scheme, the closed-loop techniques such as transmit adaptive arrays [7] and selective transmit diversity [8] may not be appropriate since there exist (inherent) channel estimation errors to which multidimensional signaling is sensitive because of the high-order modulation. Instead, the orthogonal transmit diversity (OTD) shown in [7, Fig. 2(a)] can be adopted as a simple means for providing the diversity gain of order 2. In reality, it is hard to obtain the diversity gain due to the small antenna separation in remote units. For this reason, the hybrid scheme\(^4\) of OTD combined with delay diversity is considered to have uncorrelated received signals from the two antennas.

\(^4\)If fairly uncorrelated antenna elements can be realized [15], then OTD only is used, but the analysis here still holds even with no delay, i.e., $D = 0$. 

Fig. 1. (Continued.) Uplink W-CDMA system by the $k$th user's multidimensional signaling based on $I$- and $Q$-channel modulating sequences. (b) Multidimensional W-CDMA signaling.
The proposed multidimensional W-CDMA signaling is slightly changed to offer the transmit diversity of order 2 as follows: 1) the orthogonal matrix $H_G$ is partitioned into two submatrices, namely, $H_G = [H_{C_1}^T | H_{C_2}^T]^T$ where $H_{C_1} = [h_1^T, \ldots, h_{G/2-1}^T]^T$ and $H_{C_2} = [h_{G/2}^T, \ldots, h_{G-1}^T]^T$ for $T$ denoting the transpose and 2) each mapping of $I$- and $Q$-channel modulating sequences is arranged for any subset of $H_{C_1}$ and $H_{C_2}$ with the same size $L = 2^l \leq G/2$ and an integer $l$. As shown in Fig. 2, such a mapping rule will generate

\[
\begin{align*}
\{b_{I,(m)}^q(g,n) | 0 \leq g \leq G-1\} & \rightarrow h_{i+nG/2} \\
\{b_{Q,(m)}^q(g,n) | 0 \leq g \leq G-1\} & \rightarrow h_{c+nG/2}
\end{align*}
\]

for $0 \leq i,c \leq L-1$ and an index $q = 0,1$ indicating the $(q+1)$th transmit antenna.

Since each mapping is repeated for the two transmit antennas, the data rate will be sacrificed at the cost of diversity\(^5\) that results in a maximum $[M + (M/J) \log_2(G/2)]$ bits per symbol per channel as a function of $G$ and $J > 1$. Compared to the signaling in (8), we may have a loss in data rate as much as $M/J$, where the resulting $k$th user's signal for the $(q+1)$th transmit antenna is given by

\[
\hat{s}_k(t | q) = \sqrt{\frac{P}{2}} \left[ \sum_{n=0}^{M-1} \sum_{i=0}^{N_q-1} \sum_{j=0}^{C_i-1} \left( d_{I,(m)}^{(k)}(n) b_{I,(m)}^{(k)}(g,n) \right) \\
\cdot p_{T_u}(t - gT_u - nT) + j d_{Q,(m)}^{(k)}(n) b_{Q,(m)}^{(k)}(g,n) \right] c_k(t).
\]

Here, $\hat{s}_k(t | q)$ can be illustrated in Fig. 1 by replacing $\sqrt{\frac{P}{2}} c_{A,(m)}^{(k)}(t)$ with $\sqrt{\frac{P}{2}} c_{A,(m)}^{(k)}(t | q)$ ($A = I,Q$) in Fig. 2. Note that the transmit power $P$ per (code) channel is equally divided, and $P/2$ is assigned to each antenna.

Now the $k$th user's signal $\hat{s}_k(t) = \hat{s}_k(t | 0) + \hat{s}_k(t - D | 1)$ will be transmitted under CDMA-based cellular system, where the delay $D \geq T + \text{(delay spread)}$ is needed to achieve uncorrelated signals and the maximum diversity gain at the receiver [3], [4]. Here, the difference between propagation delays due to the delay is ignored\(^6\) so that the signals from each antenna are assumed to arrive at the receiver after a channel delay

\(^5\)We may circumvent this by incorporating the other OTD scheme shown in Fig. 2(b) of [7], but the diversity gain of order 2 is not achieved.

\(^6\)We may have some offsets in those delays, but their effects would not change fading statistics because of uniform channel delay assumptions.
of \( \tau_k + qD, k = 1, \ldots, K \) and \( q = 0, 1 \), because of asynchronous transmission and delay diversity, the delays \( \{ \tau_k \} \) uniformly distributed over \([0, T]\). Then, a composite signal is delayed by \( \tau_k + qD \) and weighted by the complex fade coefficients \( \{ \beta_k(q) \} \) \( q = 0, 1 \) modeled as zero-mean complex-valued Gaussian, which is observed by the receiver as

\[
\hat{r}(t) = \sum_{k=1}^{K} [\beta_k(0)\hat{s}_k(t - \tau_k)|0] + \beta_k(1)\hat{s}_k(t - \tau_k - D|1)],
\]

(12)

It should be noted that the delay \( D = \lceil T \rceil \) (some integer \( D \)) is inserted and the user-specific signature sequence \( c_k(t + qD) \) is used instead of \( c_k(t) \) in (11), because one sequence generator is required for each user and channel orthogonalization is still valid for the two antennas.

After despreading, the first user’s received signal energy is resolved into code and time spaces using the orthogonality like

\[
X_{m,q}(n) = \frac{1}{T_{w} \sqrt{P}} \int_{-T_{w} + qD}^{(q+1)T_{w} + qD} \hat{r}(t) c_q(t) w_m(t) dt
\]

(13)

where \( m = 0, \ldots, M-1; g = 0, \ldots, G-1 \) and \( \tau_1 \) is simply assumed to be zero. Let us define a matrix \( X_{m}(n) \) with elements

\[
\{X_{m,q}(n)\} \quad m' = \langle m \rangle, \ldots, \langle m \rangle + J - 1; g = 0, \ldots, G - 1
\]

and then the resolved energies are collected by forming sufficient statistics such as

\[
\rho(n; i, e) = \frac{1}{JG} (\alpha_i \cdot X_{m}(n) \cdot H_{m+i}^{T} e^{j\pi G/2})
\]

(14)

in which \( i = 0, \ldots, 2^J - 1; c = 0, \ldots, L - 1; q = 1, 0 \) and \( \alpha_i \) is a \( J \)-tuple row vector with elements \( \pm 1 \). Finally, two-branch diversity combining yields

\[
\rho_{m}(n; i, e) = \beta_1(0)\rho_{m}(n; i, e) + \beta_1(1)\rho_{m}(n + D/T; i, e)
\]

(15)

for the complex conjugate \( \ast \), and then \( \text{Re}\{ \cdot \} \) and \( \text{Im}\{ \cdot \} \) produce the \( J \)- and \( Q \)-channel decision variables, respectively. The receiver structure being considered is shown in Fig. 3.

To gain insight on the transmit diversity, we investigate the probability distribution function (p.d.f.) of \( \text{Re}\{ \rho_{m}(n; i, e) \} \) in Appendix A which is asymptotically Gaussian as \( K \) increases.

It follows that the p.d.f. \( f(y) \) of \( Y \) \( \equiv Z - E\{ Z \} \) is asymmetric which means \( \text{Re}\{ \cdot \} \) and \( \text{Im}\{ \cdot \} \) produce the \( J \)- and \( Q \)-channel decision variables, respectively. The receiver structure being considered is shown in Fig. 3.
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Gaussian. In Appendix A, we evaluate the coefficient $a_4$ for the two cases, i.e.,

$$a_4 = \begin{cases} \Delta/16 - 11/12, & \text{with transmit diversity,} \\ (\Delta - 1)/8, & \text{without transmit diversity} \end{cases}$$ (18)

where

$$\Delta = \left[ \frac{\mathbb{E}\{\bar{\eta}^4(\delta)\}}{\mathbb{E}^2\{\bar{\eta}^2(\delta)\}} + \frac{\mathbb{E}\{\bar{\eta}^2(\delta)\bar{\eta}^2(T_c - \delta)\}}{\mathbb{E}\{\bar{\eta}^2(\delta)\}} \right]$$ (19)

for $\bar{\tau}(\delta) = 1/T_c \int_0^{T_c} pt_c(t) pt_r(t + T_c - \delta) dt$, $\delta$ uniformly distributed over $[0, T_c]$. Since a unit-magnitude rectangular pulse $pt_r(t)$ gives $\Delta = 2.1$, $a_4 \cong 0.0479, 0.1375$ (ratio $\cong 2.87$) for the two schemes. This implies that statistics in $Y$ become more Gaussian when the transmit diversity is used, which benefits diversity gain [17].

IV. THE AVERAGE PROBABILITY OF SYMBOL ERROR

In fact, the effect of nonlinear distortion exists in the uplink of a W-CDMA channel which results from multilevel amplitude characteristics because of multicode signaling and using a cost-effective nonlinear amplifier. To allow possible theoretical evaluation, analysis here is confined to the multidimensional signaling with a constant envelope so that the input symbol $\alpha_k$ becomes a $J(4)$-tuple row vector whose element ‘1’ exists as many as an odd number, i.e., 1, or 3 [14]. When $M = 16$, a precoding method can be introduced to maintain the constant envelope property as shown in [14]. For the other cases such as $M \neq 2^{3n}$ ($n \geq 1$), it is required that simulation be performed to properly integrate the above nonlinear effect.

Let us simply denote $\rho_r(i, c) = \text{Re}\{\rho_{(m)}(n; i, c)\}$, and then the decision variable $\rho_r(i, c)$ is formed into

$$\rho_r(i, c) = D_r(i, c) + \sum_{k=1}^{K} I_{(k)}(i, c) + N_r(i, c)$$ (20)

where $D_r(i, c)$ is the desired signal, $I_{(k)}(i, c)$ is the $k$th user interference term, and $N_r(i, c)$ is the filtered background noise. Here, the uplink channel is generalized to include multipath delayed terms with either equal or unequal average path powers,7 in which (12) is rewritten as

$$\hat{r}(t) = \sum_{k=1}^{K} \sum_{v=1}^{V} \left[ \beta_{k,v}(0) \hat{s}_k(t - \tau_{k,v}) + \beta_{k,v}(1) \hat{s}_k(t - \tau_{k,v} - D) \right] + \eta(t)$$ (21)

with $V$ paths and a complex-valued Gaussian noise $\eta(t)$ of p.s.d. $N_o/2$. We assume that $\{\beta_{k,v}(q)\}$ and $\{\tau_{k,v}\}$ indicate the sets of fade coefficients and delays of the $k$th user and $v$th path, mutually independent, from the $(q + 1)$th transmit antenna. Then, the diversity combining in (15) can be expressed as

$$\rho_{(n)}(n; i, c) = \sum_{v=1}^{V} \left[ \beta_{(n)}^0(0) \rho_{(m)}^0(n; i, c) + \beta_{(n)}^0(1) \rho_{(m)}^0(n + D/T; i, c) \right]$$ (22)

in which $(q = 0, 1)$

$$\rho_{(m)}^0(n; i, c) = \frac{1}{TF} \left( \alpha_i \cdot X_{(m)}(n; v) \cdot \mathbf{h}_{(n-c+T/2)}^T \right)$$ (23)

and the matrix $X_{(m)}(n; v)$ has the element

$$X_{m',(m)}(n; v) = \frac{1}{T_{w}\sqrt{P}} \int_{gT_{w}+nT+\tau_{w}}^{(g+1)T_{w}+nT+\tau_{w}} \tilde{\eta}(c)(t - \tau_{w}) dt$$ (24)

for $m' = \langle m \rangle J_1, \ldots, \langle m \rangle J_1 + J - 1$.

In Appendix B, statistics on $D_r(i, c)$, $I_{(k)}^0(i, c)$ and $N_r(i, c)$ are characterized in detail, and it turns out that $\{\rho_r(i, c)\}$ forms a set of statistically biorthogonal random variables when $\alpha_k$ belongs to the subset $\{\alpha_k | i = 1, 2, 4, 7, 8, 11, 13, 14\}$. Then, the average probability of symbol error, $P(e)$, is formulated as

$$P(e) = \frac{1}{8L} \sum_{(k, v)} P(e | \alpha_k, \mathbf{h}_{(k+cG/2})$$ (25)

for which the input symbol $\{I_{(m)}^0(n)\} \rightarrow \alpha_k$ (n fixed) and the modulating sequence $\{b_{(m)}^{(i)}(n, q)\} \rightarrow \mathbf{h}_{(k+cG/2}$ were sent. Due to the biorthogonality, i.e., $\rho_r(i', c') = -\rho_r(15 - i', c')$ ($i' = 1, 2, 4, 7, 8, 11, 13, 14; c' = 0, \ldots, L - 1$) and invoking the Gaussian assumption on $\{I_{(k)}^0\}$, it can be simplified to [18]

$$P(e | \alpha_k, \mathbf{h}_{(k+cG/2}) = \frac{1}{1 - \mathbb{P} \left[ \bigcup_{(k', v') \neq (i, c)} \rho_r(i', c') < \rho_r(i, c) | \alpha_k, \mathbf{h}_{(k+cG/2}) \right]}$$ (26)

for $(i', c') \neq (i, c)$ or $(15 - i, c')$, where $f(\zeta | \alpha_k, \mathbf{h}_{(k+cG/2})$ denotes the p.d.f. of $\rho_r(i, c)$. After a few manipulations, it can be placed into the compact form

$$P(e | \alpha_k, \mathbf{h}_{(k+cG/2}) = 1 - \int_0^{\infty} \frac{1 - 2Q(\zeta)^{1/2}}{2} e^{-\gamma} d\zeta$$ (27)

in which $Q(\zeta) = \int_{-\sqrt{\gamma}}^{\infty} \phi(x) dx$ and $\gamma$ represents the effective SNR in Appendix B as

$$\gamma = \frac{1}{2} \sum_{v=1}^{V} \left[ ||\beta_{(v)}(0)||^2 + ||\beta_{(v)}(1)||^2 \right]$$

with $K_s = (K - 1) + (V - 1)/V$.

---

7Due to offsets in propagation delays, the individual path gains averaged over a fading may be changed with delayed versions of a signal, but the second-order effects are ignored here for analysis.
Based on \( \{ |\beta_{k,v}(q)| \} \) having equal or unequal average path powers, the expectation in (27) may be evaluated as follows. First, we assume that \( \mathbb{E} [|\beta_{k,v}(q)|^2] = \sigma^2_{B} \) for all \( k,v,q \), in which

\[
\Psi \triangleq \sum_{v=1}^{V} [|\beta_{1,v}(0)|^2 + |\beta_{1,v}(1)|^2] \]

has the distribution [16]

\[
f(\psi) = \frac{1}{(\sigma^2_{B})^{2V}} \psi^{2V-1} \exp\left(-\frac{\psi}{\sigma^2_{B}}\right). \tag{29}
\]

By taking an expectation with respect to \( \Psi \), it follows that

\[
\mathbb{E}_{\gamma}(\phi(\xi - \sqrt{\gamma})) = \frac{(4V-1)!}{(2)^{4V-1}(2V-1)!} \left( 1 + \gamma_{*} \right)^{2V} \cdot \left[ \frac{1}{\sqrt{2\pi}(2V+1/2)} F_{1}\left(2V,\frac{1}{2};2(1+\gamma_{*}^{-1})\right) \right.
\]

\[
+ \frac{\xi}{\Gamma(2V)\sqrt{1+\gamma_{*}^{-1}}} F_{1}\left(2V+\frac{3}{2};2\left(1+\gamma_{*}^{-1}\right)\right) \right] \tag{30}
\]

where the per-path, per-(code) channel effective SNR is defined by

\[
\gamma_{*} = \left( \frac{2\sigma^2_B E / N_0}{(2M/N)(K_sV)} \mathbb{E}_{\gamma}(\tilde{\sigma}^2(\delta)) \right)^{-1} \tag{31}
\]

and \( \Gamma(\cdot, \cdot) \) is the gamma function and \( F_{1}(\cdot, \cdot, \cdot) \) the confluent hypergeometric function [19].

Next, under the unequal average path powers, assume that \( \mathbb{E} [|\beta_{k,v}(q)|^2] \neq \mathbb{E} [|\beta_{k,v}(q)|^2] \) \((v \neq v')\) and \( \mathbb{E} [|\beta_{k,v}(q)|^2] = \sigma^2_{B}(v) \) for all \( k,q \). In Appendix C, the p.d.f. of \( \Psi \) is derived as

\[
f(\psi) = \sum_{v=1}^{V} \prod_{v' \neq v} \frac{\pi_{v'}}{\sigma^2_{B}(v')} \exp\left(-\frac{\psi}{\sigma^2_{B}(v')}\right)
\]

\[
+ \sum_{v=1}^{V} \sum_{v' \neq v} \frac{\pi_{v} \pi_{v'}}{\sigma^2_{B}(v) - \sigma^2_{B}(v')}
\]

\[
\times \left[ \exp\left(-\frac{\psi}{\sigma^2_{B}(v)}\right) - \exp\left(-\frac{\psi}{\sigma^2_{B}(v')}\right) \right] \tag{32}
\]

where \( \pi_{v} = \prod_{v' \neq v} \sigma^2_{B}(v)/[\sigma^2_{B}(v) - \sigma^2_{B}(v')] \). Similarly, taking the expectation in (27) yields

\[
\mathbb{E}_{\gamma}(\phi(\xi - \sqrt{\gamma})) = \sum_{v=1}^{V} \prod_{v' \neq v} \frac{\pi_{v'}}{\sigma^2_{B}(v')} \phi_{2}(\xi, \gamma_{*} \theta_{v})
\]

\[
+ \frac{1}{2} \sum_{v=1}^{V} \sum_{v' \neq v} \frac{\pi_{v} \pi_{v'}}{\theta_{v} \theta_{v'}} \left[ \phi_{2}(\xi, \gamma_{*} \theta_{v}) - \theta_{v'} \phi_{2}(\xi, \gamma_{*} \theta_{v'}) \right]
\]

\[
+ \theta_{v} \phi_{2}(\xi, \gamma_{*} \theta_{v}) - \theta_{v'} \phi_{2}(\xi, \gamma_{*} \theta_{v'}) \right] \] (33)

in which the per-path, per-(code) channel effective SNR is defined by

\[
\gamma_{*} = \left( \frac{(2\sigma^2_B(1)E / N_0)}{+ (2M/N)(K_s \sum_{v=1}^{V} \theta_v) \mathbb{E}(\tilde{\sigma}^2(\delta))} \right)^{-1} \tag{34}
\]

with \( \theta_v = \sigma^2_B(v)/\sigma^2_B(1) \), and

\[
\Phi_{\gamma}(\xi, \psi) = \frac{1}{\sqrt{2\pi(1+\theta)^n}} \exp\left(-\frac{\psi^2}{2(1+\theta)}\right)
\]

\[
\Phi_{\gamma}(\xi, \psi) = \frac{\psi}{\sqrt{1 + \psi^{-1}(1+\theta)^n}} \exp\left(-\frac{\psi^2}{2(1+\theta)}\right)
\]

Finally, to compare the two schemes, i.e., with/without transmit diversity, we consider a single-antenna transmission with transmit power \( P \) per (code) channel instead of \( P/2 \), assuming the same signaling and data rate. By reflecting only the case \( q = 0 \), it is easy to show that \( P(\epsilon) \) is given by (25)–(27) with such modifications as

\[
\gamma = \frac{\sum_{v=1}^{V} |\beta_{k,v}(0)|^2}{(BE/N_0)^{1/2} + \sigma_B^2} \tag{35}
\]

\[
\sigma_B^2 \triangleq (M/2N) \mathbb{E}_{\gamma}(\tilde{\sigma}^2(\delta)) \left[ K_s \sum_{v=1}^{V} |\beta_{k,v}(0)|^2 \right]. \tag{36}
\]

Now the p.d.f.s of \( \Psi \triangleq \sum_{v=1}^{V} |\beta_{k,v}(0)|^2 \), for equal and unequal average path powers, reduce to (29) with \( 2V \) replaced by \( V \) [16], and

\[
f(\psi) = \sum_{v=1}^{V} \frac{\pi_{v}}{\sigma^2_{B}(v)} \exp\left(-\frac{\psi}{\sigma^2_{B}(v)}\right) \tag{37}
\]

\[
[13] \text{respectively.}
\]

If we take an average with respect to \( \Psi \), then \( \mathbb{E}_{\gamma}(\phi(\xi - \sqrt{\gamma})) \) in the former case is given by (30) with \( 2V \) and \( \gamma_{*} \) replaced by \( V \) and\( 2\gamma_{*} \), respectively. Similarly, it is evaluated that for the latter case

\[
\mathbb{E}_{\gamma}(\phi(\xi - \sqrt{\gamma})) = \sum_{v=1}^{V} \pi_{v}[\Phi_{\gamma}(\xi, 2\gamma_{*} \theta_{v}) + \Omega_{\gamma}(\xi, 2\gamma_{*} \theta_{v})]. \tag{38}
\]

V. RESULTS

From the theoretical approach on diversity gain in Section III, we observed that two-branch transmit diversity helps the other-user interference to be more Gaussian, and also become asymptotically Gaussian as \( K \) increases. Along with the facts, we will demonstrate that the multidimensional signals with transmit diversity (TD) provide substantial gain over those without transmit diversity, and furthermore the nonmulticode scheme using a single spreading code. To avoid worse non-linear distortions in uplink, we introduce a constant amplitude coding [20], [14] to the multidimensional W-CDMA signaling,
where $c_2 \in \{c_2 | I = 1, 2, 4, 7, 8, 11, 13, 14\}$ in connection with $J(4)$-symbol detection. For simulations, the signature waveform $c_{A,0}(m)(t | q)$ in Fig. 2 ($A = I, Q, q = 0, 1$) was generated by using the long PN sequence with $g(x) = x^{12} + x^{32} + x^{23} + x^{31} + x^{27} + x^{26} + x^{25} + x^{22} + x^{21} + x^{10} + x^{28} + x^{17} + x^{46} + x^{16} + x^7 + x^6 + x^5 + x^3 + x^2 + x^1, g(x)$ generator polynomial where the user-specific sequences $\{q^{(k)}\}$ are obtained by shifting its initial phase.

First, the symbol-error rate (SER) $P(e)$ is evaluated as a function of $L$ by which the order of multidimensional signaling is determined. $L$ can be varied from 2, 4, 8 up to 16, which means that an additional 1–4 bits are sent per the multicode signaling with $J = 4$ in Fig. 1(b) for a given $I$- or $Q$-channel. Fig. 4 shows $P(e)$ for the two schemes when $K = 3, 5, M = 4 (G/2 = 16), N = 128$ and $E/N_0 = \infty$, assuming $N = 128$ ($L = 2), N = 130$ ($L = 4$), and $N = 120$ ($L = 8, 16$) for the nonmulticode scheme.

Fig. 4. SER $P(e)$ versus $L = 2^J, I$ (signaling order) = 1, 2, 3, 4 when $K = 3, 5, M = 4 (G/2 = 16), N = 128$ and $E/N_0 = \infty$.

Fig. 5. BER versus $L = 2^J, I$ (signaling order) = 1, 2, 3, 4 when $K = 3, 5, M = 4 (G/2 = 16), N = 128$ and $E/N_0 = \infty$, assuming $N = 128$ ($L = 2), N = 130$ ($L = 4$), and $N = 120$ ($L = 8, 16$) for the nonmulticode scheme.

where $c_2 \in \{c_2 | I = 1, 2, 4, 7, 8, 11, 13, 14\}$ in connection with $J(4)$-symbol detection. For simulations, the signature waveform $c_{A,0}(m)(t | q)$ in Fig. 2 ($A = I, Q, q = 0, 1$) was generated by using the long PN sequence with $g(x) = x^{12} + x^{32} + x^{23} + x^{31} + x^{27} + x^{26} + x^{25} + x^{22} + x^{21} + x^{10} + x^{28} + x^{17} + x^{46} + x^{16} + x^7 + x^6 + x^5 + x^3 + x^2 + x^1, g(x)$ generator polynomial where the user-specific sequences $\{q^{(k)}\}$ are obtained by shifting its initial phase.

First, the symbol-error rate (SER) $P(e)$ is evaluated as a function of $L$ by which the order of multidimensional signaling is determined. $L$ can be varied from 2, 4, 8 up to 16, which means that an additional 1–4 bits are sent per the multicode signaling with $J = 4$ in Fig. 1(b) for a given $I$- or $Q$-channel. Fig. 4 shows $P(e)$ for the two schemes when $K = 3, 5, M = 4 (G/2 = 16), N = 128$ and $E/N_0 = \infty$ are considered, assuming $V = 3$-path Rayleigh fading with equal average path power. We note that the transmit diversity provides approximately double the user capacity compared to that with no diversity, because the former is as robust as the latter in the presence of $K = 1 = 4$-user and $K = 1 = 2$-user interferences, respectively. As expected, $P(e)$ is slightly degraded when more additional data are sent, but the degradation may be within an acceptable range. It should be noted that the transmit diversity makes the interferences more Gaussian while the theoretical results based on Gaussian assumption diverge from the simulation results in the case of no diversity, especially for a small number of users, $K = 3$. 
In addition, the comparisons are extended to include the non-multicode CDMA for which the BER was evaluated by performing simulations. Fig. 5 shows the BER curves for the above three schemes assuming the set of same parameters, except for the distinct spreading factors $N = 128$ ($L = 2$), $N = 130$ ($L = 4$), and $N = 126$ ($L = 8, 16$) for the nonmulticode scheme, which give rise to an integer multiple chips per bit. Using the rate of $(3 + \log_2 L)$ bits per ($I$ or $Q$) channel, the bit energy $E_b$ is related to the signal energy per (code) channel as $E = E_b \cdot (3 + \log_2 L)/4$ for $M = 4$. The nonmulticode CDMA performs worst than others, that implies the benefit offered by the multidimensional signaling. Also, it is shown that the multidimensional signals with transmit diversity can increase the user capacity by a factor of two, compared to the variable spreading gain approach like nonmulticode CDMA.

To see the effect of background noise, the comparisons are made facing with both the other-user interferences and noise. Fig. 6 shows $P(\epsilon)$ versus $\sigma^2 E_b/N_0$, per-path bit SNR when $K = 3, M = 4$ ($G/2 = 16$), $N = 128$ and $L = 2, 16$, assuming $N = 128$ ($L = 2$), $N = 130$ ($L = 4$), and $N = 126$ ($L = 8, 16$) for the nonmulticode scheme.

Fig. 6. SER $P(\epsilon)$ versus $\sigma^2 E_b/N_0$, when $K = 3, M = 4$ ($G/2 = 16$), $N = 128$ and $L = 2, 16$. 

Fig. 7. BER versus $\sigma^2 E_b/N_0$, when $K = 3, M = 4$ ($G/2 = 16$), $N = 128$ and $L = 2, 16$, assuming $N = 128$ ($L = 2$), $N = 130$ ($L = 4$), and $N = 126$ ($L = 8, 16$) for the nonmulticode scheme.
and the same set parameters above. A similar behavior of BER curves is observed so that the nonmulticode CDMA yields the worst performance for both $L = 2, 16$.

Next, to look at the effect of the number of (code) channels, $M$, we consider $M = 16$ which allows us to construct a constant envelope signal based on the precoding method in [14]. Here, $L = 2^J$ (signaling order) is limited to $L = 2, 4$ due to $N = GM$ and $L \leq G/2$ when $N = 128$ and $M = 16$ are used. The additional data of 1 or 2 bits can be sent per the multicode signaling of $J = 4$, which produces an increase of 3 or 6 bits per $M = 16$-(code) channel compared to the constant amplitude coding in [20]. Thus, the signal energy $E$ per (code) channel is given by $E = E_b \cdot 3(3 + \log_2 L)/16$, and hence we may have a loss in signal energy incurred by the precoding. In Fig. 8, the BER curves are shown versus $\sigma_b^2 E_b/N_o$ for the three schemes when $K = 2, M = 16 (G/2 = 4)$, $N = 128$ and $L = 2, 4$ are considered, except that $N = 132 (L = 2)$ and $N = 135 (L = 4)$ are used to give an integer number of chips per bit for the nonmulticode scheme. We note that the multidimensional signals with transmit diversity yield the lowest BER, and also allow sending the additional data of 3 bits per $L = 4$ compared to the nonmulticode scheme with rate of 12 bits per $N = 132$ chips $(L = 2)$ per $(I$ or $Q)$ channel while performing comparably. But the multidimensional signals with no diversity...
are severely degraded in part because of the loss in $E$ by the precoding, and in part because of no diversity gain.

Finally, under unequal average path powers, $P(c)$ is plotted versus $\sigma_0^2(1)E_b/N_0$ in Fig. 9 for the two schemes when $K = 3.5, M = 4(G/2 = 16), N = 128$ and $L = 2,16$ are considered. Here, the parameter $\delta_\ell = \sigma_0^2(\ell)/\sigma_0^2(1) = \exp[-(\ell - 1) \cdot \varepsilon] \{ \varepsilon = 1,2,3 \}$ is adopted for the decay factor $\varepsilon = 0.3$, which gives an exponentially decaying multipath profile. We find that the diversity gain can be achieved by a factor of two for both $L = 2, 16$, and also the scheme with diversity can increase the rate up to 7 bits per channel without deteriorating $P(c)$ compared to that with no diversity (rate of 4 bits per channel).

VI. CONCLUSION

A newly designed multidimensional W-CDMA signal has been applied to provide a diversity order of 2 in uplink transmission for two transmit antennas and one receive antenna. The signal is quite flexible in changing the rate depending on the incoming traffic because of the signal characteristics exploiting both the code and time spaces, and easily modified to allow spatial separation. Also, it has the characteristics of multicode signaling that gives rise to large envelope variations, but a multidimensional signal reduces the number of parallel channels to help minimize the envelope variations. Further, a precoding is adopted to produce a constant envelope signal while high and multiple data rates are assured at the same time.

A theoretical approach to diversity gain showed that the interference can be made more Gaussian by the transmit diversity, offering additional gain. It was found that the use of transmit diversity results in approximately double the user capacity, because the signaling with diversity shows the capability of rejecting the interferences from double the users in the case of no diversity. In view of the BER, the nonmulticode scheme performed worst so that we can achieve a certain gain by the multidimensional signaling for $M = 4$-parallel (code) channels while the signaling with diversity provides a gain of order 2 in user capacity compared to the nonmulticode scheme. Even with $M = 16$-parallel (code) channels, the signaling with diversity can assure a gain of 25% increase in data rate over the nonmulticode scheme.

APPENDIX A

EVALUATION OF THE COEFFICIENT $a_4$ IN (16)

To estimate the p.d.f. $f(y)$ in (16), the output (13) is first formulated as

$$X_{m,n}(n) = \frac{1}{2M} \sum_{l=0}^{M-1} \sum_{q=0}^{\lfloor \frac{M-1}{2} \rfloor} \left( \delta_k(q) \sum_{q=0}^{\lfloor \frac{M-1}{2} \rfloor} \delta_k(q) \right) \left[ \lambda^{(k)}_{c}(g,l;1+n-qD/T\gamma) + \lambda^{(k)}_{c}(g,l;n-qD/T\gamma) \right].$$

In the above, the complex envelope of the $k$th user’s $I/Q$ multicode signal is defined by $\lambda^{(k)}_{c}(g,l;n|q)$ in which the envelope of per-channel multicode signal is given by $(A = I, Q, n_q = n + qD/T)$

$$\lambda^{(k)}_{c}(g,l;n|q) = \frac{1}{\sigma_0^2(1)E_b/N_0} \sum_{m=0}^{M-1} \left[ \sum_{q=0}^{\lfloor \frac{M-1}{2} \rfloor} \left( \delta_k(q) + \delta_k(q) \right) \right] \left( \delta_k(q) + \delta_k(q) \right) \left( \delta_k(q) + \delta_k(q) \right).$$

Here, $\delta_k(q) = [(g + \delta_{g+1})M + g - \eta_k]/[M+1+n - \eta_k|q]\delta_k(q)$ and $\delta_k(q) = [(g + \delta_{g+1})M + g - \eta_k]/[M+1+n - \eta_k|q]\delta_k(q)$.

Then, the decision variable $\rho^{(k)}(n_i, t, e)$ is (15) is expressed by $Z = \sum_{k=1}^{K} Z_k$ where the $k$th user term $Z_k$ is

$$Z_k = \frac{1}{2JN} \sum_{l=0}^{M-1} \sum_{q=0}^{\lfloor \frac{M-1}{2} \rfloor} \left( \delta_k(q) \cdot \omega_m\delta_k(q) \right) \left( \delta_k(q) \cdot \omega_m\delta_k(q) \right) \left( \delta_k(q) \cdot \omega_m\delta_k(q) \right).$$

From the Gram–Charlier series in [16], the p.d.f. $f_k(y)$ of $Y_k = Z_k/\sigma_{k,t,k}$ is the form

$$f_k(y) = \phi(y) + \sum_{n=3}^{\infty} a_n\phi(b)(y).$$

Since $\{Y_k\}$ is a set of zero-mean i.i.d. random variables, we obtain the characteristic function

$$C(j\omega) \triangleq \mathbb{E}\left\{ \exp \left( j\omega \sum_{k=2}^{K} Y_k \right) \right\}$$

$$= \exp \left[ -\frac{(K-1)\omega^2}{2} \right] + \sum_{n=3}^{\infty} a_n(j\omega)^n.$$
is easily derived with the change of variable $Y = U \sigma_{J,k}$ because $E[Z] = Z_k$ and $\sigma^2_{J,k} = (K - 1) \cdot \sigma^2_{J,k}$.

Now it remains to evaluate the coefficient $a_4$ in (16) that is
\[ a_4 = \frac{(\mu_4 - 3)}{4!}. \]
(46)

First, $\sigma^2_{J,k} = E[Z_k^2]$ is evaluated as
\[ \sigma^2_{J,k} = \frac{M}{JN} \sigma^2_{k} E[\{\sigma^2(\delta_k)\} | \beta_1(0)|^2 + |\beta_1(1)|^2] \]
where $\sigma_k^2 = E[|\beta_k(q)|^2]$, and $(A = I, Q)$
\[ E\left\{ (\alpha_i \cdot w(q)) \right\} = J, \quad E\left\{ \left[ \chi^k_{\lambda_k}(g; t; n; q) \right]^2 \right\} = M. \]
(48)

After a few steps, the fourth-order moment $E[Z_k^2]$ can be approximated to
\[ E\{Z_k^2\} \approx 3 \left( \frac{M}{JN} \right)^2 \sigma^2_k \left[ 3|\beta_1(0)|^4 + |\beta_1(1)|^4 \right] \times \left[ E[\{\sigma^2(\delta_k)\} + E[\{\sigma^2(\delta_k)\}^2(T_c - \delta_k))] \right] + 8|\beta_1(0)|^2|\beta_1(1)|^2E[\{\sigma^2(\delta_k)\}]^2. \]
(49)

In the above, we have used that
\[ E[\{\Gamma_k(g; t; n; q)|^2\}] = 8M \left[ E[\{\sigma^2(\delta_k)\}] + E[\{\sigma^2(\delta_k)\}^2(T_c - \delta_k)] \right] \]
where $M \neq g'M + P$, and $E[|\beta_k(q)|^4] = 2\sigma^2_k$. Thus,
\[ \mu_4 \approx \frac{(3/4) \cdot 3|\beta_1(0)|^4 + |\beta_1(1)|^4}{|\beta_1(0)|^2 + |\beta_1(1)|^2} \Delta \]
\[ + \frac{8|\beta_1(0)|^2|\beta_1(1)|^2}{|\beta_1(0)|^2 + |\beta_1(1)|^2}. \]
(51)

By taking the average, i.e., $E[|\beta_1(q)|^2] = \sigma^2_1$ and $E[|\beta_1(q)|^4] = 2\sigma^2_1$, it can be approximated to
\[ \mu_4 \approx \frac{3}{2} \Delta + 1. \]
(52)

Substituting $\mu_4$ into (46) yields $a_4$ in (18).

Next, consider the case without transmit diversity where the transmit power $P$ is used per (code) channel, and hence $Z_k$ in (41) includes only the $q = 0$ term with $2JN$ replaced by $JN$. Then, it follows that the second-order moment $\sigma^2_{J,k}$ is given by
\[ \sigma^2_{J,k} = \frac{2M}{JN} \sigma^2_k |\beta_1(0)|^2 E[\{\sigma^2(\delta_k)\}] \]
and the fourth-order moment becomes
\[ E\{Z_k^2\} \approx 12 \left( \frac{M}{JN} \right)^2 \sigma^2_k |\beta_1(0)|^4 \times \left[ E[\{\sigma^2(\delta_k)\}] + E[\{\sigma^2(\delta_k)\}^2(T_c - \delta_k))] \right] \]
which produce $\mu_4 \approx 3\Delta$ and also $a_4$ in (18).

**APPENDIX B**

**Decision Statistics $\{\rho_\nu(i,e)\}$ in (20)**

For more realistic $\nu$-path Rayleigh fading channel, $\rho_\nu(i,e)$ can be formulated as
\[ \rho_\nu(i,e) = \frac{1}{2JN} \sum_{p=0}^{G-1} \sum_{\nu=0}^{M-1} \sum_{q=0}^{1} \left( \sum_{k=h+q\nu}^{1} \Gamma_k(\nu; n; q) \right) \times h_{\nu+\nu}/2 \cdot \sum_{k=0}^{1} \sum_{\nu=1}^{V} \text{Re} \left( \sum_{k=h+q\nu}^{1} \Gamma_k(\nu; n; q) \right) \times \Gamma_k(\nu; n; q) \times \Delta(\nu; \nu) \times \Delta(\nu; \nu) \times \Delta(\nu; \nu) \times \Delta(\nu; \nu) \]
\[ + N(i,e) \]
(55)

where $\Gamma_k(\nu; n; q)$ is the same as $\Gamma_k(\nu; n; q)$ with $\nu_k$, replaced by $T_{\nu_k} - T_{\nu_k}$ (fixed $w$). Here, the desired signal $D_{\nu}(i,e)$ in (20) is equivalent to the case of $k = 1$ and $\nu = v$ is, that is,
\[ D_{\nu}(i,e) = \left\{ \begin{array}{ll}
\frac{1}{2} \sum_{i=1}^{i-v} |\beta_1(0)|^2 + |\beta_1(1)|^2, & \text{if } d_{\nu,i}(n) = \alpha_i, b_{\nu,i}(n) = \beta_i(1)^2/2, \\
-\frac{1}{2} \sum_{i=1}^{i-v} |\beta_1(0)|^2 + |\beta_1(1)|^2, & \text{if } d_{\nu,i}(n) = -\alpha_i, b_{\nu,i}(n) = \beta_i(1)^2/2, \\
0, & \text{otherwise}
\end{array} \right. \]
(56)

where $d_{\nu,i}(n) = \left[ \begin{array}{c} d_{1,i}(n), ..., d_{i-1,i}(n) \end{array} \right]$ and $b_{\nu,i}(n) = \left[ \begin{array}{c} b_{1,i}(n), ..., b_{i-1,i}(n) \end{array} \right]$.

The $k$th user interference term $I_{\nu,k}(\nu, i, e)$ in (20) equals the first term in (55) with fixed $k \geq 2$, while the self-noise $I_{\nu,k}(\nu, i, e)$ in the case of $k = 1$ and $\nu = v$. Then, the second-order moment $\sigma^2_{J,k}$ is evaluated as
\[ \sigma^2_{J,k} = \frac{M}{2JN} \sum_{i=1}^{V} \left( |\beta_1(0)|^2 + |\beta_1(1)|^2 \right) \times \left[ E[\{\sigma^2(\delta_k)\}] + E[\{\sigma^2(\delta_k)\}^2(T_c - \delta_k))] \right] \]
(57)

where $\delta_k = \tau_k - \tau_k - \nu_k T_c$ for $\nu_k - \tau_k - \nu_k T_c$ (fixed $v$). Hence, $\sigma^2_{J,k}$ is obtained from (57) by subtracting out the term $\nu = v (k = 1)$. The filtered background noise $N_i(i,e)$ becomes zero-mean Gaussian noise with variance $N_i[\sum_{i=1}^{K} |\beta_1(0)|^2 + |\beta_1(1)|^2/169]$. Therefore, the effective SNR $\gamma \triangleq D_{\nu}(\nu, i, e)/\text{var}[N_i(i,e) + \sum_{i=1}^{K} I_{\nu,k}(\nu, i, e)]$ reduces to (28) when $J = 4$ is considered for symbol detection. Note that $\gamma$ here becomes an approximation under unequal average path powers.

With a constant envelope signaling, $\{\alpha_i\}$ is confined to the subset $\{\alpha_1 = (-1, -1, 1, 1), \alpha_2 = (-1, -1, 1, 1), \alpha_3 = (-1, 1, -1, 1), \alpha_4 = (-1, 1, 1, 1), \alpha_5 = (1, -1, -1, 1), \alpha_6 = (1, -1, 1, 1), \alpha_7 = (1, 1, -1, 1), \alpha_8 = (1, 1, 1, 1)\}$ (T = 4). By the antipodal signals $\{\alpha_i\}$ and the channel orthogonalization $h_{\nu+\nu}/2 \cdot |h_{\nu+\nu}|^2 \triangleq 0 (c \neq e' \neq q \neq q')$, decision statistics $\{\rho_\nu(i,e)\}$ become a biorthogonal set under the operator $\text{E}$, i.e., statistically.
Let us define \( \Psi = \Psi_0 + \Psi_1 \), where \( \Psi_q = \sum_{q=1}^V \alpha_q^{(v)} (q) \) for \( q = 0, 1 \). Since \( \{ \alpha_q^{(v)} \} \) are independent of each other and each p.d.f. is found in (37), the characteristic function \( \varphi(j \omega) \overset{\Delta}{=} \mathbb{E}[\exp(j \omega \Psi_q)] \) becomes

\[
\varphi(j \omega) = \varphi_0(j \omega) \cdot \varphi_1(j \omega) = \prod_{v=1}^V \frac{1}{1 - j \omega \sigma_3^2 (v)^2} \tag{58}
\]

where \( \varphi_0(j \omega) \overset{\Delta}{=} \mathbb{E}[\exp(j \omega \Psi_0)] \). By taking the inverse Fourier transform of (58), we derive

\[
f_{\Psi}(\psi) = f_{\Psi_0}(\psi) \otimes f_{\Psi_1}(\psi) = \sum_{v=1}^V \sum_{v=1}^V \frac{\pi}{2} \frac{\sigma_3^2 (v)}{\sigma_3^2 (v)^2} \int_0^\infty \exp[-u/\sigma_3^2 (v)] 
\cdot \exp[-(\psi - u)/\sigma_3^2 (v)] \, du \tag{59}
\]

where \( f_{\Psi}(\psi) \) is the p.d.f. of \( \Psi_q \), \( \otimes \) denoting the convolution.
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